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ABSTRACT 
 

This project studies workforce forecasting in two main aspects: (1) an extensive review of the 
existing methodologies and techniques and (2) an effort to develop a decision support system 
with models and software programming. The main objective of this project is to enhance the 
effectiveness of workforce forecasting and deployment through innovative approaches of 
artificial intelligence. The deliverables include a summary report of conventional and innovative 
methods of workforce forecasting (Part I) and a decision support software program using 
artificial intelligence techniques for workforce forecasting (Part II). 
 
Part I, provided a thorough literature review of fundamental research and practices of demand 
and supply forecasting techniques for workforce analysis. Over 300 relevant literatures have 
been identified and reviewed by the project team, and 289 of them are covered in this report. 
Following is a summary of the main contents and contributions of Part I: 

• This report provides an extensive review of the fundamental knowledge, applications, 
guidelines, and scope of use of various workforce forecasting methods. 

• A decision tree has been proposed for selecting an appropriate forecasting technique 
based on available data and the needs. 

• A list of 289 reference resources related to workforce forecasting and planning have 
reviewed, including books, academic periodicals, conference papers, white papers, 
technical reports, and web resources. 

 
In Part II, a forecasting decision support system has been developed, which consists of a 
forecasting model powered by artificial intelligence, a data collection scheme that covers a full 
spectrum of conditions, a software program to realize the proposed model, and simulated cases. 
Following is a summary of the main contents and contributions of Part II: 

• This report presents a more comprehensive set of questionnaire with 52 questions and 17 
parameters to capture the human resource information within most organizations. 

• This report presents an improved intelligent decision support system for workforce 
forecasting. After conducting several tests on various artificial intelligence techniques, a 
“Self Guided Ant-based Genetically-Optimized-Neural-Network” (SGA GONN) model is 
proposed, which is a robust solution methodology that outperforms the existing solution 
methodologies compared in this research. 

• A software program has been developed that integrates MATLAB, MS Excel, and Visual 
C#. It has a graphical interface that allows customization of the algorithm and also helps 
in maintaining the database. Users with little knowledge the models will still be able to 
operate the software by simply following the instructions with suggested default settings.  

 
 
 

 
 
 
 



 
x 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

THIS PAGE LEFT INTENTIONALLY BLANK 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 1 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

PART I – CONVENTIONAL AND INNOVATIVE METHODS OF WORKFORCE 
FORECASTING 

 
1.0 SUMMARY 

 
This project studies workforce forecasting in two main aspects: (1) an extensive review of the 
existing methodologies and techniques and (2) an effort to develop a decision support system 
with models and software programming. The main objective of this project is to enhance the 
effectiveness of workforce forecasting and deployment through innovative approaches of 
artificial intelligence. The deliverables include a summary report of conventional and innovative 
methods of workforce forecasting (Part I) and a decision support software program using 
artificial intelligence techniques for workforce forecasting (Part II). 
 
Part I contains a thorough literature review of fundamental research and practices of demand and 
supply forecasting techniques for workforce analysis. Over 300 relevant literatures have been 
identified and reviewed by the project team, and 289 of them are covered in this report. The vast 
amount of literature demonstrates the importance and complexity of the research of workforce 
planning, especially workforce demand and supply forecasting. Many different techniques have 
been proposed to conduct the workforce forecasting, including quantitative algorithms and 
qualitative (or judgmental) decision making methods. Yet, every technique has its strength, 
weakness, and limitation. How do we choose the most appropriate forecasting method or a 
combination of methods for forecasting future workforce?  
 
In order to address the challenges, this report reviews the state of the art of workforce planning 
and forecasting techniques and provides decision support information, such as how to use a 
model, when to use it, and the advantages and limitations of the model. Guidelines and examples 
of various workforce planning activities have been included to illustrate the use of the models 
and techniques as well as the way to use them. In addition, a scenario specific forecasting 
technique(s) selection tree has been proposed in this report to help decision makers select the 
desired models or techniques based on the availability and type of time-series and cross-sectional 
data. Finally, the sources of the original material can be found in the reference list. 
 
Following is a summary of the main contents and contributions of Part I: 

• This report provides an extensive review of the fundamental knowledge, applications, 
guidelines, and scope of use of various workforce forecasting methods. 

• A decision tree has been proposed for selecting an appropriate forecasting technique 
based on available data and the needs. 

• A list of 289 reference resources related to workforce forecasting and planning have 
reviewed, including books, academic periodicals, conference papers, white papers, 
technical reports, and web resources. 

 
Part II presents a forecasting decision support system developed by the research team, which 
consists of a forecasting model powered by artificial intelligence, a data collection scheme that 
covers a full spectrum of conditions, a software program to realize the proposed model, and 
simulated cases. 
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2.0 INTRODUCTION TO WORKFORCE PLANNING AND ANALYSIS 
 
Workforce planning is an organized process for identifying the number of employees, their mix 
and the types of skill sets required to accomplish the organization’s strategic goals and 
objectives.  Workforce analysis is a subset of workforce planning, which covers the demand, 
supply and gap analysis of workforce. This report focuses mostly on the demand and supply 
forecasting techniques for workforce planning. 
 
2.1 Workforce Planning 
 
Workforce planning is not just about the 3R’s (i.e., Recruitment, Retention, and Retirement) but 
it starts with a well directed strategic plan, reliable and structured workforce data, a strong 
internal and external environmental scanning, and a keen awareness of trends. Following are few 
key factors affecting strategic workforce planning (Cotton, 2007): 
 

• A more ethnically diverse workforce. 
• Increasing age of skilled employees 
• Workforce demographics 
• Turnover rate and intention to quit 
• Increased competition for highly skilled employees 
• Workplace conditions and culture 

 
By taking these factors into account, organizations should develop workforce plans ensuring that 
it has and will continue to have the right people with the right skills in the right job at the right 
time performing at their assignments efficiently and effectively. Workforce planning comprises 
with four phases (Keel, 2006). A pictorial form is presented in Figure 1 (Shukla, 2009). 
 

 
 

Figure 1: Four Phases of Workforce Planning 
 

1. Define the Organization’s Strategic Direction: Determine future functional 
requirements of the workforce through the organization’s strategic planning and budgeting 
process. 

Strategic Direction

Setting  

Conduct 
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Implement 
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2. Conduct Workforce Analysis: This is one of the most vital steps in effective workforce 
planning. It basically comprises the four following tasks: 

(1) Analyze demand: Forecasting the size and mix of workforce composition, occupational 
competencies and proficiency levels needed to meet future mission requirements,             
(2) Analyze supply: Determine current workforce competency and proficiency level profile 
and the projected profile in the future based on current trends and interventions, (3) Analyze 
gap: A comparison of the Supply and Demand Forecasts to determine future shortages and 
surpluses in the workforce in terms of needed competencies, (4) Develop strategy: Choose 
an appropriate set of accession, development, utilization, retention and separation strategies 
and timelines to resolve the most pressing gaps that will ensure an organization has a 
competent workforce to meet future mission needs. 

3. Implement Workforce Plan: Communicate the workforce plan and Implement strategies, 
identified in phase 2 to reduce gaps and surpluses. 

4. Monitor, Evaluate and Revise: After implementing the plan, assess what is working and 
what is not working and make adjustments to the plan accordingly. Finally, address new 
organizational issues that affect the workforce. 

 
2.2 Workforce Analysis 
 
Out of the abovementioned four phases, this literature review emphasizes step two (i.e., conduct 
workforce analysis). Analysis of workforce data is the key element in the workforce planning 
process. Workforce analysis frequently considers information such as occupations, skills, 
experience, retirement eligibility, diversity, turnover rates, education, and trend data. There are 
four key steps to the workforce analysis phase of the planning model. These steps are pictorially 
shown in Figure 2 (Keel, 2006). 
 

 
 

Figure 2: Four Key Steps for Conducting Workforce Analysis 

Step 1 - Demand AnalysisStep 1 Step 1 -- Demand AnalysisDemand Analysis Step 2 - Supply AnalysisStep 2 Step 2 -- Supply AnalysisSupply Analysis

Step 3 - Gap AnalysisStep 3 Step 3 -- Gap AnalysisGap Analysis
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2.2.1 Step 1: Analyze Demand 
Forecasting the future workforce demand begins with the mission area analysis of the current 
products, processes, organization’s policies and anticipating needed changes in the workforce to 
deliver future capabilities as a result of expected changes to those areas.  The Demand Forecast 
will describe what each mission workforce (represented by positions) should be now (e.g., 1 to 5 
years) in terms of: 
 

• Size:  total number of positions needed 
• Composition: mix of workforce and contractor equivalents  
• Job requirements: competencies required by crucial work aligned to core processes 

 
In light of strategic direction and through collaboration with mission area experts, the true 
workforce requirement needed to accomplish future mission requirements (10 to 15 years) is 
assessed. Acknowledging the difficulty of describing the unknown, a disciplined balance of 
potential technological, threat, product, political, and economic changes with risk assessment is 
needed. The demand analysis process should examine not only what work the organization will 
do in the future, but how that work will be performed. Some possible considerations include:  
 

• How will jobs and workload change as a result of technological advancements, economic, 
social, and political conditions?  

• What are the consequences or results of these changes?  
• What will be the reporting relationships?  
• How will divisions, work groups, and jobs be designed?  
• How will work flow into each part of the organization? What will be done with it? Where 

will the work flow?  
 
Modeling the requirements determination process is the first step.  Capturing the critical change 
factors is the second step and performing dynamic workforce simulations to facilitate decision-
making and resource trade-offs is priceless. 
 
Once the ‘what and how’ of future work has been determined through the identification of actual 
positions that are crucial to the core processes of the organization, the next step is to associate 
critical competencies that will be needed to carry out that work.  The future workforce profile 
created through the Demand Forecast analysis will display a set of competencies that describes 
the future workforce.  The Demand Forecast analysis should be as inclusive and transparent as 
possible. The workforce will have a greater understanding and ownership of the competency 
model if they are involved in the process. It will also give them a clearer idea of what the 
organization expects of a successful workforce.  In addition, since developing the competency 
model is a visionary process, organizations should take care to include diverse viewpoints to 
avoid tunnel vision. 
 
2.2.2 Step 2: Project Supply 
The Supply Projection Model will be developed in the same manner.  It will describe each 
mission workforce (the people) as it really is now and as it is likely to be in the future given 
existing personnel policies and practices. This task requires that the current and projected 
workforce be described in the same way that the ideal current and future workforce (positions) is 
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described on the demand side. It requires the application on an ageing model to determine the 
future workforce supply. Once the present workforce profile has been prepared, it will be 
projected out into the future as if no special management action was taken to replace attrition or 
develop existing workforce.   Determining attrition rates for the organization and/or occupational 
areas and applying those to the present profile can accomplish this projection.  
 
2.2.3 Step 3: Analyze Gap 
Gap analysis is a process used to compare the workforce demand forecasted and the projected 
workforce supply.  The resulting discrepancies are the identification of gaps and surpluses in 
personnel and competencies needed to carry out future mission objectives.  Using the segmented 
approach, the health of each mission workforce is evaluated in terms of meaningful time 
horizons.  
 
2.2.4 Step 4: Develop Strategy 
The final step in the workforce analysis phase involves the development of strategies to address 
future gaps and surpluses. There is a wide range and combination of strategies that might be used 
to attract and develop the workforce with needed competencies, or to deal with excesses in 
competencies no longer needed for mission accomplishment.  There is also a myriad of factors 
that will influence which strategy or, more likely, which combination of strategies that should be 
used. Some of these factors include, but are by no means limited to, the following:  
 

• Time. Is there enough time to develop the workforce internally for anticipated vacancies 
or new competency needs, or is special, fast-paced recruitment the best approach?  

• Resources. The availability of adequate resources will likely influence which strategies 
are used and to what degree, as well as priorities and timing.  

• Internal depth. Does the existing workforce demonstrate the potential or interest to 
develop new competencies and assume new or modified positions, or is external 
recruitment needed?  

• "In-demand" competencies. How high the competition is for the needed future 
competencies may influence whether recruitment versus internal development and 
succession is the most effective strategy, especially when compensation levels are 
limited.  

• Workplace and workforce dynamics. Whether particular productivity and retention 
strategies need to be deployed will be influenced by workplace climate (e.g., employee 
satisfaction levels), workforce age, diversity, personal needs, etc.  

• Job classifications. Do the presently used job classifications and position descriptions 
reflect the future functional requirements and competencies needed? Does the structure of 
the classification series have enough flexibility to recognize competency growth and 
employee succession in a timely fashion? Does it allow compensation flexibility?  

 
Multiple options or solution sets for filling any gaps should be developed and priced.  In this 
way, which gaps to resolve and which solutions to fund can be selected strategically – based on 
mission priorities, expected return on investment, and direct alignment to strategy.  
 
In order to accomplish the above mentioned four steps, various methodologies and approaches 
exist in the literature. In subsequent sections we will discuss the methodologies available in the 
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literature for forecasting demand, accessing supply, measuring the gap and developing strategies 
for fulfilling this gap. 
 
Regardless of the methods used, it is almost impossible to forecast the exact amount of future 
workforce in long planning horizons. There will always be an element of uncertainty until the 
forecast horizon has come to pass. Researcher and practitioners have put ample efforts in 
developing forecasting methods to minimize the element of uncertainty in forecasting. An 
intensive scanning of the literature shows that there is not much work regarding review of 
workforce forecasting methods. It is also seen that organizations feel the difficulty in selecting 
workforce forecasting methods according to their strategic direction and availability of data. 
There can be one or a combination of more than two suitable forecasting methods in a particular 
situation. Therefore, one of the biggest questions is how to choose the best forecasting method or 
combination of methods for forecasting the future workforce? For any organization, just to know 
the best suitable forecasting technique(s) is not enough for effective workforce forecasting. 
Identification of key factors affecting future workforce, questionnaires development for effective 
data collection, interpretation of responses to questionnaires, integration of responses to get final 
data are other vital tasks that should be performed in an organized way for effective and efficient 
workforce forecasting. In order to address above challenges in this report, first, the state-of-the-
art of workforce planning/forecasting techniques is presented, and afterwards those are 
synthesized into a scenario specific forecasting technique(s) selection tree. Scenario specific 
technique(s) selection tree helps organizations in selecting the forecasting technique or 
combination of techniques suitable for workforce forecasting according to the availability and 
type of time-series and cross-sectional data. 
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3.0 STATE-OF-THE-ART OF WORKFORCE ANALYSIS: A GENERIC 
OVERVIEW 

 
An intensive scanning of the literature reveals that there exists a plethora of research on 
workforce forecasting. These studies mainly focus on general labor market forecasting, and 
sector/occupation-specific forecasting. Unfortunately, in the literature, a large number of articles 
does not mention any specific models or approaches in their workforce demand analysis. Ward 
(1996) discusses the following six categories of workforce demand forecasting techniques: direct 
managerial input, best guess, historical ratios, process analysis, other statistical methods, and 
scenario analysis. Prescott (1991) focuses on the forecasting requirements for health care 
personnel. He developed analytic components for a comprehensive model by reviewing five 
general approaches and discussed their importance for understanding disequilibrium, particularly 
shortages, in the health care services providers. Chan et al., (2006) proposed a computer-based 
Auto-Regressive, Integrated, Moving-Average (ARIMA) model to forecast the demand for 
construction skills in Hong Kong. This model was based on workforce multiplier approach and 
used to predict the number of jobs created for a given level of investment. Moreover, they 
suggested that the model can be adapted by foreign construction authorities for manpower 
planning. Kovner and Reimers (1998) scrutinize data sources that can be used to forecast 
demand and supply for registered nurses in the United States. Anumba, et al., (2005) explored 
the potential of Geographic Information Systems (GIS) application to construction labor market 
planning. They suggested that GIS output needs to be in combination with a range of other 
forecasting techniques. A statistical measure which may be used to test the hypothesis that the 
forecasts provide an accurate picture of the structure of the labor market is proposed by Kolb and 
Stekler (1992). They used this measure to support the long-term forecasts of employment in 
different industries. Van der Laan (1996) reviews the five main classes of existing models which 
forecast regional supply and demand in the European Union. He also discussed the application 
and main features of the models, and an indication of the changes in economic direction of future 
model development. 
 
Job Outlook Is Good (1999) presented a forecast of the expected growth of the number of 
industrial engineers in the USA by the year 2006. LeSage (1990) proposed an export-base error-
correction model (ECM) in forecasting metropolitan employment. He provided an explanation of 
the time-series location-quotient derivation, Comparison of ECM with various types of vector 
autoregressive models, implications arise from the co-integration of the time series for export 
and local employment. Conway and Kniesner (1992) found that long-term contracting, 
adjustment costs, or efficiency wages can make a worker supply fewer (or more) hours than 
desired at the current economic opportunity set.  A regression model with cross-correlated 
random coefficients is used to obtain new theoretically based measures of the direction and 
relative intensity of labor supply disequilibrium. Regressions incorporating person-specific fixed 
effects are consistent with a life-cycle labor supply model for salaried workers and suggest a 
need for fresh ways to include short-run labor demand forces in micro labor supply models of 
hourly paid workers. 
 
Berkowitz (2004) reports the prediction of supply in pediatrics. He considered various conditions 
and situations that influence workforce projections, problems occurring in supply and demand 
for specialists and generalists and factors influencing the career choices of medical students.  Li 



 8 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

and Dorfman (1995) developed an economic forecasting model to predict fluctuations in state-
level employment growth. Brown (1999) developed a model to forecast dental workforce size 
and mix (by sex) for the first twenty years of the twenty first century in United States. According 
to his finding, there would be an increase in female dentists, a decrease in male dentists. Along 
with size and mix he also forecasted competencies required to deliver needed dental services. 
Labor market signaling approaches based workforce forecasting model was presented by 
Campbell (1997). He explained how labor market signal can be captured by monitoring 
workforce movements in the employment and unemployment of workers.  
 
Cooper (1995) developed a model to forecast supply and demand of physicians in the United 
States for a period to 2020. Dumpe et al., (1998) recommends a forecasting model for the 
nursing workforce. Kolb and Stekler (1992) evaluated the long-term forecast of employment in 
various industries. They proposed a statistical measure which may be used to test the hypothesis 
that the forecasts provide an accurate picture of the structure of the labor market. The results 
were mixed with respect to the hypothesis, with the conclusions depending on the extent to 
which the data were rounded. A technique which could be used in evaluating long-term forecasts 
is proposed. This technique did not focus on the exact quantitative difference between the actual 
and predicted values. Rather, the distributions of the data were used. LeSage and Magura (1991) 
present the results of using input-output tables as a source of Bayesian prior information in a 
national employment forecasting model. A Bayesian vector autoregressive (BVAR) estimation 
technique is used to incorporate the inter-industry input-output relationships into the labor 
market forecasting model. This technique requires that a simple translation of the direct use 
coefficients from the input-output table be used as prior weighting elements to depict the inter-
industry relations. The Bayesian model provides out-of-sample forecasts superior to those from 
unconstrained vector autoregressive, univariate autoregressive, a block recursive BVAR model 
and a naive BVAR model based on the Minnesota random walk prior. 
 
Duffield and Coltrane (1992) test a model of the farm labor market for disequilibrium using 
CUSUM criteria. Borghans and Willems (1998), reveals that in manpower forecasting labor 
market developments are analyzed in terms of shortages and surpluses. Such an approach seems 
to neglect the flexibility of the labor market, present in the most economic labor market models. 
They have shown that an appropriate interpretation of gaps in manpower forecasting does not 
exclude a full functioning of the market clearing mechanism. Matarazzo (2000) offers a look at 
the demand and supply of library manpower from the 1970s to 1990s. He forecasted number of 
librarians that will reach 65 years of age by the year 2010 and vacancies from 1970 to 1985. 
Meehan and Ahmed (1990) put their effort to develop human resource forecasting model over 
the past decade by focusing on movement of people through the organization, and on large 
integrated models which are not always feasible or necessary in smaller organization. This paper 
presents the findings of a pilot study which utilized multiple regression demand models to 
forecast required staffing levels in an electrical utility company based on organizational 
variables, and to forecast the required mix of categories of employees. 
 
Persad et al., (1995) present statistical models for forecasting the engineering manpower 
requirements for highway preconstruction activities. Two sets of models were developed in this 
study. In the first set of models, the independent variable used was an estimated construction 
cost, and in the second set of models the estimated construction cost and project type were the 
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independent variables. The models forecast engineering manpower requirements in terms of 
engineering man-hours as well as engineering cost. Rosenfeld and Warszawski (1993) present a 
systematic methodology for forecasting the demand for construction labor in various skills, 
within a national economy. Major factors, which determine the future needs for dwelling units 
and for other types of construction, are discussed in detail, while the strengths and weaknesses of 
different forecasting approaches are highlighted. Sweeney (2004) Detailed industry-occupation 
employment forecasts are an important class of regional labor market information produced by 
the U.S. Bureau of Labor Statistics. Eicher (1996) examines how interaction between 
endogenous human capital accumulation and technological change affects relative wages and 
economic growth. The proposed model provides a theoretical foundation for the empirically 
observed relation between technological change and relative demand, supply and wages of 
skilled labor. Tarlov (1995) focuses on Richard Cooper's article published in the November 15, 
1995 issue of the “Journal of American Medical Association,” on the projections in physician 
workforce in the United States by 2020. Importance of integrating into physician workforce; 
issue on the requirements for physician services. 
 
Anumba et al., (2005) explores the potential of Geographic Information Systems (GIS) in 
providing such a mechanism for enhancing the labor market planning process. The paper details 
how GIS can aid construction labor market planning through its ability to integrate disparate 
labor market information efficiently, thereby placing analysts in a better position to understand 
specific spatial patterns. 
 
Krolzig et al., (2002) presents a statistical model that offers a congruent representation of part of 
the UK labor market since the mid 1960s. They use a co-integrated vector autoregressive 
Markov switching model in which some parameters change according to the phase of the 
business cycle. The results of an impulse-response analysis highlight the dangers of using VARs 
when the constancy of the estimated coefficients has not been established, and demonstrate the 
advantages of generating regime dependent responses. Longhi et al., (2005) analyzed Artificial 
Neural Networks (ANNs) as a method to compute employment forecasts at a regional level. The 
empirical application is based on employment data collected for 327 West German regions over 
a period of fourteen years. First, the authors compare ANNs to models commonly used in panel 
data analysis. Second, they verify, in the case of panel data, whether the common practice of 
combining forecasts of the computed models is able to produce more reliable forecasts. Lutz 
(2002) pointed out that in western Germany the number of employed is likely to increase by 1.2 
to 1.3 million between 2000 and 2015, for eastern Germany there are no indications of a positive 
labor market development with dynamics of its own. On the contrary, under "status-quo 
conditions" the number of employed in eastern Germany is likely to drop by 0.4 million in the 
period 2000-2015. This is the main finding of the latest IAB long-term projection on the basis of 
the IAB/INFORGE model. This model depicts the goods market for the whole of Germany by 
sectors in a highly disaggregated form. Popkov et al., (2005) developed a model based on 
description of cohorts competition and for labor demand—supply interaction. A modification of 
the random search is used for parametric identification of the model. Nonlinear dynamic systems 
with positive solutions and the parametric problem of entropy maximization (entropy operator) 
are considered. The continuity, differentiability and boundedness of the entropy operator and the 
boundedness of the solutions of the dynamic system are derived using the global implicit 
function theorem. The model is tested on real data from the EU countries.  
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Willems and de Grip (1993) revealed that replacement demand is an important component of the 
future demand for manpower often neglected in manpower demand forecasts. In particular, for 
characterizing the prospects for newcomers on the labor market, the manpower requirements 
method is not adequate as it merely focuses on employment mutations. This study builds a 
theoretical framework to measure the historical replacement demand distinguished by occupation 
and education. Roig (1999) studied the existence of two differentiated segments, primary and 
secondary, in the Spanish labor market. For this, a methodology (switching regression model 
with unknown regimes) is used which, on the one hand, does not demand a priori demarcation of 
segments and on the other, enables the allocation of workers to the segments to be treated as a 
factor endogenous to the model itself and closely connected with the wage-setting mechanisms 
operating in the segments. The empirical results show that the assignment to segments is not 
random and that there are substantial differences in the wage determination process between the 
two sectors. 
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4.0 DEMAND ANALYSIS 
 
Forecasting the future workforce demand of an organization begins with the mission area 
analysis of its current products, processes, sub-organizations and policies and anticipating 
needed changes in the workforce to deliver future capabilities as a result of expected changes to 
those areas. Workforce demand forecasting mainly depends on type of organization hence there 
is not a uniform model to conduct it. In general, demand forecasting techniques can be broadly 
categorized into two types: judgmental (qualitative) and statistical (quantitative). The nature and 
complexity of the forecasting information available governs which one to be used from above 
two. Further, these two categories of forecasting techniques consist of various forecasting 
methods as shown in Figure 3 followed by more discussions. 
 

 
 

Figure 3: Demand Analysis Techniques 
 
4.1 Quantitative Method for Forecasting 
 
In this section, several methods based on quantitative data are reviewed. This is the main stream 
of forecasting techniques, and a large amount of models and techniques have been developed. 
 
4.1.1 Trend Extrapolation 
These methods examine trends and cycles in historical data, and then use mathematical 
techniques to extrapolate to the future. The assumption of all these techniques is that the forces 
responsible for creating the past will continue to operate in the future. This is often a valid 
assumption when forecasting short term horizons, but it falls short when creating medium and 
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long term forecasts. The further out we attempt to forecast, the less certain we become of the 
forecast. The extrapolation method is based on enlargement of studied developmental series 
(Makridakis et. al., 1998). It is based on an assumption that the studied process will develop in 
the future in the same direction or with the same intensity. Extrapolation is often shown 
graphically (as line graphs) with the level of a dependent variable on the y-axis and the time 
period on the x-axis. There are different "levels" of trends viz. constant, linear, exponential, and 
damped. Extrapolation consists of a number of principles a few are as follows (Armstrong, 
2001a):  
 
How to select and prepare data: 

• Collect adequate amount of data pertaining to the situation that is to be forecasted. If 
sufficient data is not available then borrow data from analogous scenarios (Reilly and 
Chao, 1982). If similar situations cannot be found then conduct real time laboratory 
experimentation or simulation analysis.  

• For the long term forecast use all relevant data (Smith and Sincich, 1990). There is lack 
of much evidence that a large amount of data guarantees an accurate forecast. While, in 
general, it is recommended to use all relevant data. Extrapolation implements the 
principle that recent data should be weighted more heavily and ‘smoothes’ out cyclical 
fluctuations to forecast the trend. 

• With the divide-and-conquer strategy problems can be restructured to use domain 
expert’s knowledge (MacGregor, 2001). To forecast workforce demand, break the 
problem down by part time, full time, civilians, military persons etc. 

• Data preparation is a very important step to reduce measurement errors. Data preparation 
and cleaning is an often neglected but extremely important step in the extrapolation 
process. The old saying "garbage-in-garbage-out" is particularly applicable where large 
data sets collected via some automatic methods (e.g., via the Web) serve as the input into 
the analyses. Often, the method by which the data where gathered was not tightly 
controlled, and so the data may contain out-of-range values, impossible data 
combinations etc. Extrapolating the data that has not been carefully screened can produce 
highly misleading forecasts. 

• Adjust data for historic events. 
 
How to make extrapolation: 

• Combine estimates of the level (Cairncross, 1969; Sanders and Ritzman, 2001) 
• Use simple representation of trend unless there is strong evidence to the contrary              

( Makridakis and Hibon, 2000) 
• Weight the most recent data more heavily than earlier data when errors are small, forecast 

Horizon is small and series is stable (Brown, 1962; Dalrymple and King, 1981) 
• Use domain knowledge to provide pre-specified adjustments to extrapolation 
• Use statistical methods as an aid in selecting and extrapolation procedure (Armstrong et. 

al., 2001) 
• Update estimates of model parameters frequently (Tashman and Hoover, 2001) 

 
Various methods of trend extrapolation: 

• Moving Average: Extrapolation can be as simple as using demand in the current period 
to predict demand in the next planning horizon. For example, if demand is 100 units this 
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month, the forecast for next month's demand would be 100 units; if demand turned out to 
be 90 units instead, then the following month's demand would be 90 units, and so forth. 
This is sometimes referred to as naïve forecasting. However, this type of forecasting 
method does not take into account any type of historical demand behavior; it relies only 
on demand in the current period. As such, it reacts directly to the normal, random up-and-
down movements in demand. Alternatively, the moving average uses several values 
during the recent past to develop a forecast. This tends to dampen, or smooth out, the 
random increases and decreases of a forecast that uses only one period. As such, the 
simple moving average is particularly useful for forecasting workforces that are relatively 
stable and do not display any pronounced behavior, such as a trend or seasonal pattern. 
The moving average method is good for stable demand with no pronounced behavioral 
patterns. Moving averages are computed for specific periods, such as 3 months or 5 
months, depending on how much the forecaster desires to smooth the data. The longer the 
moving average period, the smoother it will be. 

 
• Weighted Moving Average: The major disadvantage of the moving average method is 

that it does not react well to variations that occur for a reason, such as trends and seasonal 
effects (although this method does reflect trends to a moderate extent). Those factors that 
cause changes are generally ignored. It is basically a "mechanical" method, which reflects 
historical data in a consistent fashion. However, the moving average method does have 
the advantage of being easy to use, quick, and relatively inexpensive, although moving 
averages for a substantial number of periods for many different items can result in the 
accumulation and storage of a large amount of data. In general, this method can provide a 
good forecast for the short run, but an attempt should not be made to push the forecast too 
far into the distant future. The moving average method can be adjusted to reflect more 
closely more recent fluctuations in the data and seasonal effects. This adjusted method is 
referred to as a weighted moving average method. In this method, weights are assigned to 
the most recent data. In a weighted moving average, weights are assigned to the most 
recent data 

 
• Exponential Smoothing: Smoothing and averaging are synonyms in forecasting; 

consequently, exponential smoothing might also be called exponential averaging.  An 
exponentially smoothing value is actually a weighted moving average of all past actual 
values.  Exponential smoothing refers to a set of methods of forecasting, several of which 
are still popular and widely used today. 
 

o Single Exponential Smoothing (SES) is easy to apply because forecasts require 
only three pieces of data: (1) the most recent forecast, (2) the most recent actual 
observation, and (3) a smoothing constant. The smoothing constant determines the 
weight given to the most recent past observations and therefore controls the rate 
of smoothing or averaging. This method requires that the analyst choose a starting 
value to initialize the formula and an appropriate alpha (weight on actual 
observation). 

o Brown's Double Exponential Smoothing uses a single coefficient, alpha, for both 
smoothing operations.  This method computes the difference between single and 
double smoothed values as a measure of trend.  It then adds this value to the 
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single smoothed value together with adjustment for the current trend. This method 
also requires starting values to initialize the formulas. When there is little 
historical data and the smoothing constant is small, choice of the initialization 
procedure can influence the fits and forecasts of several periods. When there are 
thirty of more periods of historical data, the starting values have little influence on 
period 31. 

o Holt's Two-Parameter Trend Model (double exponential smoothing model) uses a 
second smoothing constant, Beta, to separately smooth the trend.  Holt's model 
further adjusts each smoothed value for the trend of the previous period before 
calculating the new smoothed value. 

o Winters' Three-Parameter Exponential Smoothing Model extends Holt's model by 
including a third smoothing operation and a third parameter to adjust for 
seasonality. The more parameters, the more decisions regarding weights and the 
initialization of parameters need to be made 

 
When to use extrapolation: 

• Many forecasts are required 
• The forecaster is ignorant about the situation 
• The situation is stable 

 
4.1.2 Data Mining – Neural Networks 
The world surrounding us generates various types of data in abundance. In the real life situation 
data arises from simulation, measurements, and centralization procedures. Most often, we meet 
with the paradox that more data means less information (Sorensen and Janssens, 2003). Recent 
developments in data storage devices, database management systems, computer technologies, 
and automatic learning techniques have made the data storage and its mining extremely 
economical and convenient. Data mining is a modern concept, generally employed to process the 
information embedded in the bulk of data. Recent developments in data mining techniques such 
as artificial neural networks, Bayesian networks, frequent patterns, decision trees, regression 
trees, and evolutionary algorithms have made the data mining as an independent new field of 
research. For a review on data mining techniques one may refer to (Chen et al., 1996). 
 
Neural Networks are analytic techniques modeled according to the processes of learning in the 
cognitive system and the neurological functions of the brain. This is capable of predicting new 
observations (on specific variables) from other observations (on the same or other variables) 
after executing a process of so-called learning from existing data. Neural Networks is one of the 
data mining techniques. Rumelhart et al., (1986) discuss most of the neural network models in 
detail. Neural networks have been mathematically shown to be universal approximators of 
functions (Cybenko, 1989; Funahashi, 1989). This shows that neural networks can approximate 
whatever functional form best characterize the historical data. It might seem that because of their 
universal approximation properties neural networks should supersede the traditional forecasting 
techniques. That is not true for several reasons. One of the reasons is that universal 
approximation on a data set does not necessarily lead to good out of sample forecasts 
(Armstrong, 2001a). Hill et al., (1996) examines the literature on their forecasting performance. 
However, much data is needed to estimate neural network models and to reduce the risk of over-
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fitting the data. But there is evidence that neural network models can produce forecasts that are 
more accurate than those from other methods (Adya and Collopy, 1998). 
 
How to build neural network model for forecasting:  

• Clean and scale the data prior to estimating the model (Kaastra and Boyd, 1996; Hill et 
al., 1996; Nelson et al., 1999) 

• Use the right appropriate methods to choose the right straight point (Faraway and 
Chatfield, 1998; Marquez, 1992). 

• Use specialized method to avoid local optima (Marquez, 1992; Sexton et al., 1998) 
• Expend the network until there is no significant improvement in fit (Faraway and 

Chatfield, 1998; Zhang et al., 1998) 
• Use pruning techniques when estimating neural networks and use the holdout samples 

when evaluating neural network (Marquez, 1992) 
• Build plausible neural networks to gain model acceptance (Hill et al., 1996) 
• Use following three approaches to ensure that the neural network model is valid (Adya 

and Collopy, 1998). 
o Comparing the neural network forecast to the forecasts of other well accepted 

reference models 
o Comparing the neural network and traditional forecasts’ performance 
o Marking enough forecasts to draw inference (say 40 forecasts) 

 
When to use neural network models: 

• Neural networks may be as accurate or more accurate than traditional forecasting 
methods for short-term (monthly and quarterly) forecasts (Foster et al., 1992; Hill et al., 
1996) 

• Neural networks may be better than traditional extrapolative forecasting methods for 
discontinuous series and often are as good as traditional forecasting methods n other 
situations (Armstrong and Collopy, 1992: Carbone and Makridakis, 1986) 

• Neural networks are better than traditional extrapolative forecasting methods for long-
term forecast horizons but are often no better than traditional forecasting methods for 
shorter forecast horizons (Sharda and Patil, 1992; Alekseev and Seixas, 2008) 

 
4.1.3 Data Mining – Decision Trees 
In recent years a number of classification techniques from both statistics and machine learning 
communities have been proposed (Fayyad et al., 1996; Quinlan, 1993). A well-known method of 
classification is the induction of decision trees (Breiman et al., 1984; Quinlan, 1993). Nodes of 
the trees are labeled with attribute, edges are labeled with possible values of corresponding 
attribute and leaves are labeled with different classes (Alexander and Grimshaw, 1996: Yildiz 
and Alpaydin, 2001). Objectives are classified by following a path down the tree, taking the 
edges corresponding to the values of the attribute in an object. Decision trees (DTs) come with a 
comprehensive list of various training and pruning schemes, a diversity of discretization 
algorithms, and a series of learning refinements (Shukla and Tiwari, 2009; Breiman et al., 1984; 
Cantu-Paz and Kamath, 2000; Dobra and Gehrke, 2002; Pedrycz and Sosnowski, 2000; Weber, 
1992). In order to classify an unlabeled data sample, the classifier tests the attribute values of the 
sample against the decision tree. A path is traced from the root to a leaf node, which holds the 
class predication for that sample. Decision trees can easily be converted into IF-THEN rules 
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(Quinlan, 1993) and used for decision-making. A generic structure of the tree is shown in Figure 
4. 
 

 
 

Figure 4: Example of a General Decision Tree 
 
State-of-the-art of Decision Trees: 
In the literature, various types of decision trees have been proposed according to the nature of the 
problem. One of the highly influential works on decision trees is the book written by Breiman et 
al., (1984), where a comprehensive treatment of decision tree techniques was presented and the 
classification and regression trees (CART) system was developed. Another significant 
contribution to decision tree techniques is Quinlan (1986; 1993), where ID3 (Iterative 
Dichotomiser 3) and C4.5 systems have been developed. Research interests in decision trees 
have been growing steadily since the mid 1980s. Most studies have focused on specific issues, 
such as splitting criteria, pruning methods, data representation, feature selection, etc. Various 
splitting criteria were proposed, including entropy or information gain (Hartmann et al., 1982; 
Quinlan, 1986), Gini index (Breiman et al., 1984), Twoing rule (Breiman et al., 1984), and its 
variant forms (White and Liu, 1994). The primary methods for pruning decision trees include 
cost-complexity pruning (Breiman et al., 1984), reduced-error pruning (Quinlan, 1987), and 
error-based pruning (Quinlan, 1993). In the literature DTs are classified roughly in following 
categories.  
 

• Univariate and Multivariate Decision Trees: The ID3, C4.5, and CART decision trees 
and their variants are univariate trees. That is, at each node, a split of the data is made 
based on the value of a single variable. There have also been studies involving 
multivariate decision trees, which split the data based on the value of a linear 
combination of several variables.  A multivariate decision tree system, named OC1, 
which combines deterministic hill-climbing with randomized procedures to search for a 
good split, has been developed by Murthy et al., (1994). A series of discriminant analysis 
based multivariate decision tree systems were developed by Kim and Loh (2001). 
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Another system based on linear discriminant analysis was developed by Gama and 
Brazdil (1999). Multivariate algorithms using linear machine decision trees were 
introduced in Draper et al., (1994). Linear-programming based multivariate tree 
algorithms were developed in Mangasarian (1997). More recent studies on multivariate 
decision trees can be found in (Setiono and Liu, 1999; Li et al., 2003; Lee, 2005). 

 
• Multiple Decision Trees: One of the major limitations of decision tree is the high 

variance of the tree, specifically when data points are less and attribute values are more 
(Dietterich and Kong, 1995). In order to reduce the variance in classification performance 
Kwok and Carter (1990) and Buntine (1992) proposed the use of a pool of decision trees, 
instead of just one. Pool of the trees can be made by introducing randomness (Heath et 
al., 1993a) or by using different subsets of features for each individual tree (Shlien, 
1992). Murphy and Pazzani (1994) proposed a decision forest consisting of decision trees 
built with a series of experiments. Moreover, they also investigated the functional 
relationship between the size of decision trees and accuracy of the tree on test data. 

 
• Incremental Decision Trees: Fisher and Schlimmer (1988) developed ID4 (an 

incremental induction of decision trees) to avoid reconstruction of the decision tree, if in 
case, new training data is incorrectly or improperly classified by the prebuilt decision 
tree. Therefore, ID4 algorithm is able to build decision trees incrementally (i.e., existing 
decision tree can be updated for new instances). Utgoff (1989) suggests, ID5 or IDL, an 
advanced incremental algorithm that maintains statistics on the distributions of instances 
over attributes at each node in the tree in order to update the tree if necessary. 

 
• Fuzzy Decision Trees: In the development of traditional decision trees the cut point is 

usually treated as crisp. However, due to the existence of vague and imprecise 
information in real-world problems, the class boundaries may not be defined clearly. In 
this case, the decision tree may produce high misclassification rates in testing even if they 
perform well in training (Cezary, 1998). This drawback could be overcome by firing 
multi-branches but with various certainty degrees. This could be implemented by means 
of fuzzy set theory, leading to fuzzy decision trees (Wang et al., 2000). Fuzzy decision 
trees simultaneously traverse multiple branches of a node with different degree of 
satisfaction ranged in [0, 1].  The induction of fuzzy decision trees follows the same steps 
as that of a classical decision tree with modified induction criteria (Janikow, 1998). Peng 
et al., (2000) proposed a criterion based on fuzzy mutual entropy in possibility domain. In 
these approaches, the continuous attributes are needed to be partitioned into several fuzzy 
sets prior to the tree induction, heuristically based on expert experiences and the data 
characteristics. Pedrycz and Sosnowski (2000; 2005) have developed cluster based fuzzy 
decision trees (CFDT). In the development of cluster based fuzzy decision trees fuzzy C-
mean clustering were treated as its generic building blocks. Shukla and Tiwari (2009) 
developed genetically optimized cluster oriented soft decision trees (GCSDT) which was 
able to ameliorate the deficiencies allied with CFDT.  

 
Moreover, apart from the developing variants of decision trees plenty of researches have been 
carried out to increase the efficacy and efficiency of Decision trees. Primary focuses of these 
researches are controlling tree size (Kim and Koehler, 1994; Auer et al., 1995; Kalkanis, 1993; 
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Esposito et al., 1997; Smyth et al, 1995), modifying test space (Fayyad and Irani, 1992; Utgoff 
and Brodley, 1990; Heath et al., 1993b; Zheng, 1995), modifying test search (Quinlan, 1986; 
1987; Dietterich et al., 1996; Utgoff and Clouse, 1996; Pazzani et al., 1994), database restrictions 
(Wirth and Catlett, 1988; John, 1995) and alternative data structures (Oliver, 1993; Oliveira and 
Sangiovanni-Vincentelli, 1995; Kohavi and Li, 1995).   
 
When to use decision trees: 

• When instances can be described as attribute-value pairs 
• Target function is discrete valued 
• Possible noisy data 
• When results are needed as a set of easily interpretable rules 

 
4.1.4 ARIMA 
Auto-regressive, integrated, moving-average (ARIMA) models are one of the most general 
paradigm for forecasting a time series. In fact, the easiest way to think of ARIMA models is as 
fine-tuned versions of random-walk and random-trend models. The fine-tuning consists of 
adding lags of the differenced series and/or lags of the forecast errors to the prediction equation, 
as needed to remove any last traces of autocorrelation from the forecast errors. The random walk 
model predicts the first difference of the series to be constant, the seasonal random walk model 
predicts the seasonal difference to be constant, and the seasonal random trend model predicts the 
first difference of the seasonal difference to be constant--usually zero. Lags of the differenced 
series appearing in the forecasting equation are called "auto-regressive" terms, lags of the 
forecast errors are called "moving average" terms, and a time series which needs to be 
differenced to be made stationary is said to be an "integrated" version of a stationary series. 
Random-walk and random-trend models, autoregressive models, and exponential smoothing 
models (i.e., exponential weighted moving averages) are all special cases of ARIMA models. 
AR, I, MA are the three phases of non-seasonal ARIMA model. This forecasting model works on 
following principles: 
 

• Outcomes of the ARIMA depends on the linear functions of the sample observations 
• The goal is to identify simplest paradigm that facilitates adequate description of the 

observed time series data. 
 
ARIMA model is expressed as ARIMA (p, d, q). In this representation: 

• p is the number of autoregressive terms,  
• d is the number of non-seasonal differences, and  
• q is the number of lagged forecast errors in the prediction equation. 
• AR: This component of the ARIMA model depicts how each observation is related to the 

previous p observations. 
• I: This part of the ARIMA model determines whether the observed values are modeled 

directly, or whether the differences between consecutive observations are modeled 
instead. If d = 0, the observations are modeled directly. 

• MA: This component of the ARIMA model depicts how each observation is related to the 
previous q errors (e.g., if q = 1, then each observation is a function of only one previous 
error). 
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To identify the appropriate ARIMA model for a time series, we begin by identifying the order(s) 
of differencing needed to stationarize the series and remove the gross features of seasonality, 
perhaps in conjunction with a variance-stabilizing transformation such as logging or deflating. If 
we stop at this point and predict that the differenced series is constant then we have merely fitted 
a random walk or random trend model. However, the best random walk or random trend model 
may still have auto-correlated errors, suggesting that additional factors of some kind are needed 
in the prediction equation. 
 
ARIMA (0, 1, 0) (= random walk): Traditionally time-series models we encounter have two 
strategies for eliminating autocorrelation in forecast errors. One approach, which we first used in 
regression analysis, was the addition of lags of the stationarized series. For example, suppose we 
initially fit the random-walk-with-growth model to the time series Y. The prediction equation for 
this model can be written as:  

 (1) 
where, the constant term (μ) is the average difference in Y. This can be considered as a 
degenerate regression model in which DIFF (Y) is the dependent variable and there are no 
independent variables other than the constant term. Since it includes (only) a non-seasonal 
difference and a constant term, it is classified as an "ARIMA (0, 1, 0) model with constant. 
Clearly, the random walk without growth would be just an ARIMA (0, 1, 0) model without 
constant. 
 
ARIMA(1, 1, 0) (=differenced first-order autoregressive model): If the errors of the random 
walk model are autocorrelated, perhaps the problem can be fixed by adding one lag of the 
dependent variable to the prediction equation (i.e., by regressing DIFF(Y) on itself lagged by one 
period). This would yield the following prediction equation:  

 (2) 
which can be simplified as:  

 (3) 
This is a first-order autoregressive, or "AR (1)", model with one order of non-seasonal 
differencing and a constant term (i.e., an ARIMA (1, 1, 0) model with constant). Here, the 
constant term is denoted by " μ " and the autoregressive coefficient is denoted by "φ", in keeping 
with the terminology for ARIMA models popularized by Box and Jenkins (1970).  
 
ARIMA (0, 1, 1) without constant (= simple exponential smoothing): Another strategy for 
correcting autocorrelated errors in a random walk model is suggested by the simple exponential 
smoothing model. As we know for some nonstationary time series (e.g., one that exhibits noisy 
fluctuations around a slowly-varying mean), the random walk model does not perform as well as 
a moving average of past values. In other words, rather than taking the most recent observation 
as the forecast of the next observation, it is better to use an average of the last few observations 
in order to filter out the noise and more accurately estimate the local mean. The simple 
exponential smoothing model uses an exponentially weighted moving average of past values to 
achieve this effect. The prediction equation for the simple exponential smoothing model can be 
written in a number of mathematically equivalent ways, one of which is:  
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 (4) 
where e(t-1) denotes the error at period t-1. Note that this resembles the prediction equation for 
the ARIMA (1, 1, 0) model, except that instead of a multiple of the lagged difference it includes 
a multiple of the lagged forecast error. The coefficient of the lagged forecast error is denoted by 
the Greek letter "θ" (again following Box and Jenkins, 1970) and it is conventionally written 
with a negative sign for reasons of mathematical symmetry. "θ" in this equation corresponds to 
the quantity "1-α" in the exponential smoothing formulas.  
 
When a lagged forecast error is included in the prediction equation as shown above, it is referred 
to as a "moving average" (MA) term. The simple exponential smoothing model is therefore a 
first-order moving average ("MA (1)") model with one order of non-seasonal differencing and no 
constant term (i.e., an "ARIMA (0, 1, 1) model without constant). This means that statistical 
software that supports ARIMA models we can actually fit a simple exponential smoothing by 
specifying it as an ARIMA(0, 1, 1) model without constant, and the estimated MA(1) coefficient 
corresponds to "1-α " in the SES formula. 
 
ARIMA (0, 1, 1) with constant (= simple exponential smoothing with growth): By 
implementing the SES model as an ARIMA model, we actually gain some flexibility. First of all, 
the estimated MA (1) coefficient is allowed to be negative: this corresponds to a smoothing 
factor larger than 1 in an SES model, which is usually not allowed by the SES model-fitting 
procedure. Second, you have the option of including a constant term in the ARIMA model if we 
wish, in order to estimate an average non-zero trend. The ARIMA (0, 1, 1) model with constant 
has the prediction equation:  

 (5) 
The one-period-ahead forecasts from this model are qualitatively similar to those of the SES 
model, except that the trajectory of the long-term forecasts is typically a sloping line rather than 
a horizontal line. 
 
ARIMA (0, 2, 1) or (0, 2, 2) without constant (= linear exponential smoothing): Linear 
exponential smoothing models are ARIMA models which use two non-seasonal differences in 
conjunction with MA terms. The second difference of a series Y is not simply the difference 
between Y and itself lagged by two periods, but rather it is the first difference of the first 
difference (i.e., the change-in-the-change of Y at period t). Thus, the second difference of Y at 
period t is equal to (Y(t)-Y(t-1)) - (Y(t-1)-Y(t-2)) = Y(t) - 2Y(t-1) + Y(t-2). A second difference 
of a discrete function is analogous to a second derivative of a continuous function: it measures 
the "acceleration" or "curvature" in the function at a given point in time.  
 
The ARIMA (0, 2, 2) model without constant predicts that the second difference of the series 
equals a linear function of the last two forecast errors:  

 (6) 
which can be rearranged as:  

 (7) 
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where, “θ-1” and “θ-1” are the MA(1) and MA(2) coefficients. This is essentially the same as 
Brown's linear exponential smoothing model, with the MA (1) coefficient corresponding to the 
quantity 2*(1-α) in the LES model. To see this connection, we can check with forecasting 
equation for the LES model is:  

 (8) 
 
Upon comparing terms, we see that the MA (1) coefficient corresponds to the quantity 2*(1-α) 
and the MA(2) coefficient corresponds to the quantity -(1-α)^2. If alpha is larger than 0.7, the 
corresponding MA(2) term would be less than 0.09, which might not be significantly different 
from zero, in which case an ARIMA(0, 2, 1) model probably would be identified. 
 
A "mixed" model – ARIMA (1, 1, 1): The features of autoregressive and moving average 
models can be "mixed" in the same model. For example, an ARIMA (1, 1, 1) model with 
constant would have the prediction equation:  

(9) 
Normally, though, we will try to stick to "unmixed" models with either only-AR or only-MA 
terms, because including both kinds of terms in the same model sometimes leads to overfitting of 
the data and non-uniqueness of the coefficients. 
 
ARIMA models such as those described above are easy to implement on a spreadsheet. The 
prediction equation is simply a linear equation that refers to past values of original time series 
and past values of the errors. Thus, we can set up an ARIMA forecasting spreadsheet by storing 
the data in column A, the forecasting formula in column B, and the errors (data minus forecasts) 
in column C. The forecasting formula in a typical cell in column B would simply be a linear 
expression referring to values in preceding rows of columns A and C, multiplied by the 
appropriate AR or MA coefficients stored in cells elsewhere on the spreadsheet. 
 
State-of-the-Art 
Box and Jenkins (1970) developed a coherent generic three stage iterative cycle for time series 
identification, estimation and verification. With the evolution in computers technologies this 
iterative cycle (identification, estimation, and verification) was admired as an auto-regressive 
integrated moving-average (ARIMA) model. ARIMA model is also popularized as Box-Jenkins 
models. In the literature, ARIMA models have been studied extensively and treated as a major 
part of time series analysis. Gooijer and Hyndman (2006) states that, in general, ARIMA models 
can be divided in three categories viz. univariate ARIMA models, transfer function (dynamic 
regression) models, and multivariate (vector) ARIMA models. 
 
The robustness of ARIMA models are reliant upon the ability of the model to mimic the behavior 
of diverse time series without requiring many parameters to be estimated in the final choice of 
model. Zellner (1971) found that the probability limit of the forecasts is largely influenced by 
parameter estimation. Box et al., (1994) describes number of methods for the estimation of 
ARIMA model’s parameters. More recently, Kim (2003) considered parameter estimation and 
forecasting of AR (Auto-regressive) models in small samples. Hotta (1993) analyzed scrutinized 
the impact of an additive outlier on the intervals of forecasts when ARIMA model parameters are 
estimated. ARARMA methodology was proposed by Parzen (1982) as an alternative to ARIMA 



 22 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

models. The motivation behind developing the ARARMA was that a time series is transformed 
from a long memory AR filter to a short memory filter resulting in elimination of harsher 
differencing operators. Meade (2000) compared the forecasting performance of an automated 
and non automated ARARMA method.   
 
The vector ARIMA (VARIMA), proposed by Quenouille (1957), is a multivariate generalization 
of univariate ARIMA model. Even VRIMA was proposed in 1975, but its software for 
implementation became available in early 90s. By considering that a stationary variable follows a 
VARIMA process Lutkepohl (1986) scrutinized the effects of temporal aggregation and 
systematic sampling on forecasting. Vector autoregressions (VARs) is a special case of 
VARIMA, which can be specified in a number of ways.  Funke (1990) proposed five different 
VAR specifications and compared their forecasting performance by using monthly industrial 
production series. In general, VAR models tend to suffer from over-fitting with too many free 
insignificant parameters resulting in poor out of sample forecast. In order to overcome with the 
above mentioned difficulty Litterman (1986) imposed a prior distribution on the parameters with 
the view that many economic variables behave similar to random walk. Chevillon and Hendry 
(2005) studied the functional relationship of direct multi-step estimation of stationary and non-
stationary VARs and forecast accuracy. 
 
When to use ARIMA: 

• When to forecast larger number of time series 
• When much knowledge of the physical properties of the response variable are not 

available as ARIMA models are largely empirical or data driven 
• When to do seasonal adjustment  
• When to reduce revisions in the seasonally adjusted and trend estimates 

 
4.1.5 Causal Models 
Causal models are based on prior knowledge and theory. Time-series regression and cross-
sectional regression are commonly used for estimating model parameters or coefficients. These 
models allow one to examine the effects of marketing activity, such as a change in price, as well 
as key aspects of the market, thus providing information for contingency planning. To develop 
causal models, one needs to select causal variables by using theory and prior knowledge. The 
key is to identify important variables, the direction of their effects, and any constraints. One 
should aim for a relatively simple model and use all available data to estimate it (Allen and 
Fildes, 2001). Surprisingly, sophisticated statistical procedures have not led to more accurate 
forecasts. In fact, crude estimates are often sufficient to provide accurate forecasts when using 
cross-sectional data (Dawes and Corrigan, 1974; Dana and Dawes, 2004). 
 
Statisticians have developed sophisticated procedures for analyzing how well models fit 
historical data. Such procedures have, however, been on little value to forecasters. Measures of 
fit (such as R2 or the standard error of the estimate of the model) have little relationship with 
forecast accuracy and they should therefore be avoided. Instead, holdout data should be used to 
assess the predictive validity of a model. This conclusion is based on findings from many studies 
with time-series data (Armstrong, 2001b). Statistical fit does relate to forecast accuracy for 
cross-sectional data, although the relationship is tenuous.  
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When to use causal models: 
• Strong causal relationships are expected,  
• The direction of the relationship is known,  
• Causal relationships are known or they can be estimated  
• Large changes are expected to occur in the causal variables over the forecast horizon, and 
• Changes in the causal variables can be accurately forecast or controlled, especially with 

respect to their direction. 
 
4.1.6 Segmentation 
Segmentation involves breaking a problem down into independent parts, using data for each part 
to make a forecast, and then combining the parts. For example, a company could forecast sales of 
clothes separately for each climatic region, and then add the forecasts. To forecast using 
segmentation, one must first identify important causal variables that can be used to define the 
segments, and their priorities. For example, age and proximity to a beach are both likely to 
influence demand for surfboards, but the latter variable should have the higher priority; 
therefore, segment by proximity, then age. For each variable, cut-points are determined such that 
the stronger the relationship with dependent variable, the greater the non-linearity in the 
relationship, and the more data that are available the more cut-points should be used. Forecasts 
are made for the population of each segment and the behavior of the population within the 
segment using the best method or methods given the information available. Population and 
behavior forecasts are combined for each segment and the segment forecasts summed. Where 
there is interaction between variables, the effect of variables on demand are non-linear, and the 
effects of some variables can dominate others, segmentation has advantages over regression 
analysis (Armstrong, 1985).  
 
When to use segmentation: 
This is likely to occur where the segments are independent and are of roughly equal importance, 
and when information on each segment is good. Segmentation based on a priori selection of 
variables offers the possibility of improved accuracy at a low risk. Dangerfield and Morris 
(1992), for example, found that bottom-up forecasting, a simple application of segmentation, was 
more accurate than top-down forecasts for 74% of the 192 monthly time series tested. In some 
situations changes in segments are dependent on changes in other segments. For example, 
liberalization of gambling laws in city-A might result in decreased gambling revenue in already 
liberal cities B, C, and D. Efforts at dependent segmentation have gone under the names of 
microsimulation, world dynamics, and system dynamics. While the simulation approach seems 
reasonable, the models are complex and hence there are many opportunities for judgmental 
errors and biases. 
 
4.1.7 Rule Based Forecasting 
Rule-based forecasting (RBF) is a type of expert system that allows one to integrate managers’ 
knowledge about the domain with time-series data in a structured and inexpensive way. For 
example, in many cases a useful guideline is that trends should be extrapolated only when they 
agree with managers’ prior expectations. When the causal forces are contrary to the trend in the 
historical series, forecast errors tend to be large (Armstrong and Collopy, 1992). Although such 
problems occur only in a small percentage of cases, their effects are serious.  
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To apply RBF, one must first identify features of the series using statistical analysis, inspection, 
and domain knowledge (including causal forces). The rules are then used to adjust data, and to 
estimate short- and long-range models. RBF forecasts are a blend of the short- and long-range 
model forecasts.  
 
RBF is most useful when substantive domain knowledge is available, patterns are discernable in 
the series, trends are strong, and forecasts are needed for long horizons. Under such conditions, 
errors for rule-based forecasts are substantially less than those for combined forecasts. In cases 
where the conditions were not met, forecast accuracy is not harmed. 
 
Following are the steps for conducting rule base forecasting: 
 

• Developing a Rule Base: Intention for rule-based forecasting is to apply a validated, fully 
disclosed, and understandable set of conditional actions to make forecasts. Although rule 
development begins by specifying rules that seem reasonable to experts, the goal is to go 
beyond such specifications and to validate rules by prior research and empirical tests. The 
rule base integrates several strategies for extrapolation. Among these are: 

o using features of the series to establish weights for combining forecasts 
o using heuristics to establish parameters for an exponential smoothing model  
o using separate models for long-range and short-range forecasts  
o damping the trend under certain conditions 
o incorporating domain knowledge in extrapolation 

 
• Attaining Information for Developing Rules: The forecasting literature provided some 

research streams that influence development of rules. Among these research streams were 
findings that favor decomposing time series, placing more weight on recent data, using 
simple methods, and making conservative trend estimates when uncertainty is high. 
Guidelines from the literature, however, typically lacked a precise statement of the 
conditions under which particular actions were likely to be useful. Also, such guidelines 
rarely specified precise actions needed to obtain forecasts. 

 
• Specifying the Rules: Rules combine forecasts using weights that vary according to the 

features of the series. Given the desire for an understandable system, basically following 
simple, widely understood extrapolation methods are combined: 

o The random walk emphasizes the short-range perspective; it sets the level to the 
last observation and is based on the assumption that there is no trend. 

o The linear regression, which fits a least squares line to the historical data (or 
transformed historical data), represents the long range; we refer to its trend 
estimate as the basic trend. 

o Holt’s linear exponential smoothing captures information about short-range 
trends, and we call this the recent trend. 

 
• Description of a Rule Base: One objective of the rule base is to provide more accurate 

forecasts. A second objective is to provide a systematic summary of knowledge. By 
expressing the knowledge explicitly and uniformly, we gain benefits generally associated 
with rule bases. These benefits include automating some tasks associated with 



 25 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

maintaining a complex body of knowledge and providing knowledge in an accessible and 
modifiable form. Besides its usefulness in forecasting, knowledge in this form aids 
reasoning about forecasting; that is, the knowledge is useful both procedurally and 
declaratively. Such explicit representation also can help in developing and testing 
theories. Figure 5 shows the elements of the rule base. First, features of the series are 
identified. Rules are then applied to produce short- and long-range forecasting models. 
To formulate these models we had to select smoothing factors for the exponential 
smoothing methods and make estimates of levels and trends for each model. For the long-
range model, we formulated rules to damp the trend over the forecast horizon. Finally, 
there are rules for blending the forecasts - from the short- and long-range models. 

 

 
 

Figure 5: Structure of the Rule Base 
 
4.1.8 Simulation 
Computer simulation is the process of designing a model of real-life or theoretical physical 
system, executing it on a digital computer and analyzing the model output. Simulation model 
captures the mathematical and logical relationships among parameters, variables and other 
component parts of the system (Winston, 1994). Simulation models generally cannot be solved 
analytically like analytic models which can be computed by mathematical techniques viz. 
algebra, calculus or probability theory, (Law and Kelton, 1991). Simulation processes, same as 
conducting experiments on computers, deals with “how system would perform if …” types of 
questions by displaying likely system’s performance under various input parameters settings. 
Simulation models are classified along three different categories (Law and Kelton, 1991).  
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• Simulations are called dynamic (or static) if they imitate system evolutions over time (or 
at a particular time point).  

• Stochastic or deterministic depending on whether the model variables and parameters are 
probabilistic or known with certainty (Budnick et al., 1988).  

• Discrete or continuous subject to whether model variables can change only at discrete 
time points or continuously over time (Law and Kelton, 1991).  

 
Unlike analytical models, such as Markov chain models and optimization models, which can be 
represented by some fundamental equations, there are no universal mathematical or logical 
relationships to express simulation models since simulation by nature is system specific. 
 
When to use simulation: 
There are a number of reasons for using simulation versus analytical models which deal with the 
deficiencies of the models themselves such as: 
 

• Lack of historical data 
• Analytical models not available 
• Existing analytical models are too complex 
• Static results of analytical models are insufficient 
• Analytical models only provide averages, not variability and extremes 
• Analytical models cannot identify process bottlenecks or recommend design changes 
• Analytical models often cannot provide sufficient detail nor identify interactions 
• Animation is a better method of demonstrating results to management 

 
Limitations: 
While simulations are powerful and flexible in studying systems that are too complex for 
analytical models, the following limitations are noted: 
 

• Constructions of simulation models, like design of experiments, can be time consuming 
and costly (Law and Kelton, 1991). 

• For stochastic simulations, output data needs statistical analysis due to random variability 
(Winston, 1994). Output data from simulation are quite often auto-correlated, which 
requires special statistical techniques to make inferences. “There are still several output-
analysis problems for which there is no completely accepted solution, and the methods 
available are often complicated to apply” (Budnick et al., 1988). Simulations are good at 
answering “what happens if …?” type of questions but are not based on optimization 
algorithms (Law and Kelton, 1991).  

 
4.1.9 Nonlinear Forecasting Techniques 
The key concept in stochastic models is randomness, assuming that the process under study is 
governed by chance and probability laws. Based on a philosophy opposite to randomness, non-
linear dynamic systems and chaos offer the possibility of describing complex phenomena as the 
result of a non-linear deterministic process. Compared to the study of linear time series, the 
development of nonlinear time series analysis and forecasting is still in its infancy. Although 
linearity is a useful assumption and a powerful tool in many areas, it became increasingly clear 
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in the late 1970s and early 1980s that linear models are insufficient in many real applications 
(Gooijer and Hyndman, 2006) 
 
State-of-the-art of nonlinear forecasting techniques:  
The idea of nonlinear time series forecasting has been proposed by Volterra (1930). He found 
that any continuous nonlinear function in t could be approximated by a finite Volterra series. 
Wiener (1958) extended ideas of functional series representation and further developed the 
existing material. Due to practical relevance of nonlinear forecasting, several useful nonlinear 
time series models were proposed in early 80s. De Gooijer and Kumar (1992) presented a review 
regarding the development of nonlinear forecasting techniques. At present, nonlinear forecasting 
is carried out by Monte Carlo simulation or by bootstrapping. The bootstrapping process is 
preferred since no assumptions are made about the distribution of the error process.  
 
We have already discussed one of the widely used nonlinear forecasting models that is a neural 
network. Few other classes of nonlinear forecasting models are self-exciting threshold 
autoregressive (SETAR), continuous-time threshold autoregressive (CTAR), smooth transition 
autoregressive (STAR), functional coefficient autoregressive (FCAR) etc.  
 
SETAR models were attributed by Tong (1983; 1990). Further, Clements and Smith (1997) 
compared a number of methods for obtaining multi-step-ahead forecasts for univariate discrete-
time SETAR models. They concluded that forecasts obtained by using Monte Carlo simulation 
are satisfactory in cases where it is known that the disturbances in the SETAR model come from 
a symmetric distribution. Otherwise, the bootstrap method is to be preferred. Similar results were 
reported by De Gooijer and Vidiella-i-Anguera (2004). Brockwell and Hyndman (1992) obtained 
one-step-ahead forecasts for univariate continuous-time threshold autoregressive (CTAR). One 
drawback of the SETAR model is that the dynamics change discontinuously from one regime to 
the other. In contrast, a smooth transition autoregressive (STAR) model allows for a more 
gradual transition between the different regimes. Sarantis (2001) found evidence that STAR-type 
models can improve upon linear AR and random walk models in forecasting stock prices at both 
short-term and medium-term horizons. Functional coefficient autoregressive (FCAR) model is an 
AR model in which the AR coefficients are allowed to vary as a measurable smooth function of 
another variable, such as a lagged value of the time series itself or an exogenous variable. The 
FCAR model includes TAR and STAR models as special cases, and is analogous to the 
generalized additive model of Hastie and Tibshirani (1991). Chen and Tsay (1993) proposed a 
modeling procedure using ideas from both parametric and nonparametric statistics. 
 
When to use nonlinear forecasting: 
Davies et al., (1988) and Pemberton (1989), by numerical simulation, observe the phenomenon 
that the conditional mean and conditional median forecasts of nonlinear time series models have 
poor forecast performance compared to those of linear models. Therefore, if the linear forecast is 
not very much worse than the nonlinear forecast, then it is reasonable to adopt the former 
forecast rather than the nonlinear forecast, at least for computational reasons. More importantly, 
in practical applications for a given data set, unless an additional test is done in advance, there is 
no way of knowing whether the true model is factually linear or nonlinear. Thus, there arises the 
question that in what circumstances should the nonlinear predictors be adopted? By scanning the 
literature we found that in the following conditions non linear forecasting should be done:  
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• When historical data is not precise 
• When time series is chaotic 
• When system is nonlinear 

 
4.2 Qualitative Method for Forecasting 
 
In this section, several workforce forecasting methods based on qualitative judgment are 
reviewed. This category is very different from quantitative method. It addresses many of the 
qualitative aspects that are difficult for quantitative methods to handle. 
 
4.2.1 Delphi Technique 
The Delphi technique, mainly developed by Dalkey and Helmer (1963) at the Rand Corporation 
in the 1950s, is a widely used and accepted method for achieving convergence of opinion 
concerning real-world knowledge solicited from experts within certain topic areas. The Delphi 
technique is designed as a group communication process that aims at conducting detailed 
examinations and discussions of a specific issue for the purpose of goal setting, policy 
investigation, or predicting the occurrence of future events (Ulschak, 1983; Turoff and Hiltz, 
1996; Ludwig, 1997). Common surveys try to identify “what is,” whereas the Delphi technique 
attempts to address “what could/should be” (Miller, 2006). 
 
Theoretically, the Delphi process can be continuously iterated until consensus is determined to 
have been achieved. However, Cyphert and Gant (1971) and Custer et al., (1999) point out that 
three (or four) iterations are often sufficient to collect the needed information and to reach a 
consensus in most cases. In the first round, the Delphi process traditionally begins with an open-
ended questionnaire. The open-ended questionnaire serves as the cornerstone of soliciting 
specific information about a content area from the Delphi subjects (Custer et al., 1999). In the 
second round, each Delphi participant receives a second questionnaire and is asked to review the 
items summarized by the investigators based on the information provided in the first round. 
Accordingly, Delphi panelists may be required to rate or rank-order items to establish 
preliminary priorities among items. In the third round, each Delphi panelist receives a 
questionnaire that includes the items and ratings summarized by the investigators in the previous 
round and are asked to revise his/her judgments (Jacobs, 1996). In the fourth and often final 
round, the list of remaining items, their ratings, minority opinions, and items achieving 
consensus are distributed to the panelists (Ludwig, 1994). 
 
Conducting a Delphi study can be time-consuming. Specifically, when the instrument of a 
Delphi study consists of a large number of statements, subjects will need to dedicate large blocks 
of time to complete the questionnaires. Delbecq et al., (1975), Ulschak (1983), and Ludwig, 
(1994) recommend that a minimum of 45 days for the administration of a Delphi study is 
necessary. With regard to the time management between iterations, Delbecq et al., (1975) note 
that giving two weeks for Delphi subjects to respond to each round is encouraged. 
 
Pioneering Delphi practitioners used varying panel size from hew few experts to several 
thousand peoples (Linstone, 1978). Linstone (1978) found that minimum panel size is seven and 
accuracy of forecast decorates very rapidly with the smaller size and improve slowly with large 
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size. Cavalli-Sforza and Ortolano (1984) concluded that typical size of Delphi panel should be 
eight to twelve members and Phillips (2000) found that optimum panel size should be from 
seven to twelve. While, Wild and Torgersen (2000) suggest panel size of 300-500 are usually 
considered useful. 
 
State-of-the-art 
The Delphi concept may be viewed as one of the spinoffs of defense research. "Project Delphi" 
was the name given to an Air Force-sponsored Rand Corporation study, starting in the early 
1950's, concerning the use of expert opinion (Dalkey and Helmer, 1963). Starting in a nonprofit 
organization, Delphi has found its way into government, industry, and finally academe. This 
explosive rate of growth in utilization in recent years seems, on the surface, incompatible with 
the limited amount of controlled experimentation or academic investigation that has taken place. 
It is, however, responding to a demand for improved communications among larger and/or 
geographically dispersed groups which cannot be satisfied by other available techniques.  Rowe 
and Wright (1999) systematically review empirical studies looking at the effectiveness of the 
Delphi technique. 
 
In order to overcome the limitations of Delphi various modifications have been carried out. The 
Classical Delphi term is a method whereby, on an individual basis, data are collected from 
experts in a number of rounds (Rowe et al., 1991). At each stage, the results of preceding rounds 
are fed back until stability in responses among the experts on a specific issue has been reached 
through iteration. That is, no more significant changes occurring between rounds and Often 
consensus results (Zolingen and Klaassen, 2003). Gordon and Pease (2006) proposed real-time 
Delphi to replace the iterative process of the classical Delphi method. The advantages such as 
reducing costs and time significantly are obvious. A thorough comparison between classical 
round-based and real time Delphi is provided by Zipfinger (2007). Rauch (1979) developed the 
decision Delphi. He uses this type for decision making on social developments. The policy 
Delphi is widely used with social and political issues and is more suitable for application in the 
social sciences than the classical Delphi (Faché, 1993). The ‘policy’ Delphi also involves data 
being collected from experts on an individual basis in a number of rounds (Linstone, 1999). The 
traditional Delphi Method has always suffered from low convergence expert opinions, high 
execution cost, and the possibility that opinion organizers may filter out particular expert 
opinions. Murry et al., (1985) thus proposed the concept of integrating the traditional Delphi 
Method and the fuzzy theory to improve the vagueness and ambiguity of Delphi Method. 
Membership degree is used to establish the membership function of each participant. Ishikawa et 
al., (1993) further introduced the fuzzy theory into the Delphi term Method and developed max–
min and Fuzzy Integration algorithms to predict the prevalence of computers in the future. 
However, this method is only applicable to the prediction of time series. Applicability of max–
min Delphi method is analyzed with the forecast of possible timing for the realization of 
worldwide computerization forecast by specialists. The conclusion reached thereafter is applied 
to compare max–min Delphi method and conventional Delphi method. Besides, Hsu and Yang 
(2000) applied triangular fuzzy number to encompass expert opinions and establish the Fuzzy 
Delphi Method. The max and min values of expert opinions are taken as the two terminal points 
of triangular fuzzy numbers, and the geometric mean is taken as the membership degree of 
triangular fuzzy numbers to derive the statistically unbiased effect and avoid the impact of 
extreme values.  
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When to use Delphi Technique: 
• The Delphi method is mainly used when long-term issues have to be assessed. 
• It is suitable if there is the (political) attempt to involve many persons in processes. 
• It tends to be used in evaluation when significant expertise exists on the subject. 
• This method is recommended when the questions posed are simple (a program with few 

objectives, of a technical nature) and for the purpose of establishing a quantitative 
estimation of the potential impacts of an isolated intervention (e.g., increase in taxes or in 
the price of energy). 

• It can be used to specify relations of causes and potential effects in the case of innovative 
interventions. 

• It is particularly useful when a very large territory is being dealt with since there are no 
experts' travel expenses, only communication costs. 

 
4.2.2 Nominal Group Technique 
The Nominal Group Technique (see Delbecq et al., 1975, for a detailed review) was developed 
by Delbecq and Van de Ven in 1968 for conducting potentially problematic group meetings, 
embodies a set of procedures for conducting group sessions. Nominal Group Technique (NGT) 
generally consists of the following steps (Mahler, 1987; Moore, 1987; Delbecq et al., 1986): 
 

• The moderator presents the question or problem to the group in written form and reads 
the question to the group.  

• Participants independently and silently generate a list of ideas and write them down. 
• Group members engage in a round-robin feedback session to concisely record each idea 

(without debate at this point). The moderator writes an idea from a group member on a 
flip chart that is visible to the entire group, and proceeds to ask for another idea from the 
next group member, and so on. Proceed until all members’ ideas have been documented. 

• Each recorded idea is then discussed to determine clarity and importance. For each idea, 
the moderator asks, “Are there any questions or comments group members would like to 
make about the item?” This step provides an opportunity for members to express their 
understanding of the logic and the relative importance of the item. 

• Individuals vote privately to prioritize the ideas. The votes are tallied to identify the ideas 
that are rated highest by the group as a whole. The moderator establishes what criteria are 
used to prioritize the ideas. 

• The moderator may shuffle the cards, redistribute, and ask participants to read results as 
s/he records them on the board.  

• Optional discussion of results and revote  
 
It is a popular technique and one of the most successful processes for structuring group meetings 
(Moore, 1990). 
 
State-of-the-art 
The Nominal Group Technique (NGT) has gained considerable recognition and has been widely 
applied in health, social service, education, industry, and government organizations. By imposing 
a precise structure upon an interacting group, NGT is intended to reduce process losses. 
Gustafson et al., (1973) conducted some tests and results supported the potential accuracy of 
group judgments produced by a NGT approach. Subsequent studies have provided contradictory 
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evidence about the usefulness of NGT. The NGT presents several advantages to the researcher. It 
offers a well tested procedure which in one study was shown to be more effective at producing 
ideas than either the Delphi technique or discussion groups (Nemiroff et al., 1976). 
 
Green (1975) conducted a study of NGT vs. normal interactive groups to determine problems 
faced by students in electronic data processing. He found that there was no significance between 
the groups as regards the number of ideas generated, the number of unique responses, or the 
quality of responses. Unique characteristics of Green's work were that he used a highly 
structured interactive group process to compare with nominal groups. Hegarty (1977) presents a 
summary of reasons for the superiority of nominal groups engaged in identifying problems, as 
regards three aspects of group problem identification activities. 
 
The nominal group technique has been used in a wide variety of contexts related to different 
types of planning and control. These contexts range from the uncovering of productivity 
problems (Morris, 1979) to the identification of consumer perceptions of major pre-search 
problems (Claxton et al., 1980). Nemiroff et al., (1976) compared consensus, nominal and 
conventional interacting group on decision quality, member attitudes, and time taken to 
accomplish the lost at Sea exercise designed by the authors, but they noted no marked advantage 
to an NGT approach. Herbert and Yost (1979), strongly supported the superiority of NGT groups 
to uninstructed, interacting groups in accuracy, better use of group resources, and improvement 
over average individual decisions (high synergy) by implementing it on NASA Decision Making 
Problem (a task with considerable intentional depth). Lederer and Mendelow (1986) 
demonstrated the usefulness of the NGT in developing IS plans. Three nominal group technique 
sessions used IS practitioners from different levels of management to identify specific 
difficulties. By utilizing cards, Fox (1989) proposed the Improved Nominal Group Technique 
(INGT) that assures contributor anonymity, adds productive pre-meeting activity and removes 
NGT's inputting-transcribing bottleneck. He also concluded that INGT is appropriate for 
identifying and evaluating options, positions or problems, solving a problem, and for reviewing 
and refining written proposals or other documents.  
 
Henrich and Greene (1991) used the NGT as one element of an action research program with a 
Fortune 100 company to facilitate a Manufacturing Resource Planning (MRP II) implementation. 
The results of a NGT with the project team were that top management involvement was seen as 
the most critical roadblock to the implementation. Based on the structure of NGT, Reisman et al., 
(1992) developed Group Decision Program (GDP), an interactive videodisc-based GDSS. 
Gallagher et al., (1993) explained the stages involved in conducting a nominal group and 
practical problems of its use in a health care setting are discussed with reference to a study of the 
priorities of care of diabetic patients, careers and health professionals. They also presented some 
potential applications of the technique in audit and exploratory research. 
 
Dowling and Louis (2000) provide evidence that computer-assisted asynchronous (CAA) 
implementations of the NGT are more effective than non-computer-assisted synchronous 
(NCAS) implementations of the NGT (they generate more and better ideas, and do it in less 
time). In concrete, their implication is that organizations are wasting huge amounts of money on 
travel and accommodations for face-to-face meetings that could be conducted asynchronously. 
MacPhail (2001) describes the effective use of NGT with school-aged children to study factors 
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influencing curriculum choice. An exploratory study was conducted by Nelson et al., (2002) to 
use the NGT for determining the effectiveness and feasibility of 44 strategies for communication 
between home and school about homework assigned to students with high-incidence disabilities 
included in general education classrooms.  
 
Tseng et al., (2006) studied an online NGT platform for implementing knowledge transfer. After 
doing experiments they concluded that an online NGT platform could provide formal activities 
for promoting knowledge transfer in pursuit of consensus at a distance. Lago et al., (2007) 
developed a methodology to evaluate the performance of NGT in a web-based environment 
compared to its traditional counterpart. Comparisons were made along several performance and 
process-related dimensions. The main conclusion was that, with regards to the decision process, 
participants felt that the traditional NGT outperformed the web-based NGT. With the help of 
NGT, Tuffrey-Wijne et al., (2007) presented a report of a study using the Nominal Group 
Technique as a method to elicit the views of people with intellectual disabilities on sensitive 
issues. They concluded that the NGT presents an effective and acceptable methodology in 
enabling people with intellectual disabilities to generate their views. Saremi et al., (2009) 
developed an approach for Total Quality Management consultant selection in Society of 
Manufacturing Engineers. The proposed method is based on TOPSIS (technique for order 
preference by similarity to ideal solution) method in fuzzy environment where decision criteria 
are obtained from the NGT. 
 
When to use Nominal Group Technique: 

• Group decision-making with difficult or non-conforming groups and under time pressure. 
• Considering problems in staff meetings where political or status issues might reduce the 

input of some staff whose expertise is relevant. 
• Obtaining solution ideas in a way that allows everyone to feel that they participated and 

were heard—people who want to dominate the discussion are reined in, people who 
would sit silently are brought out.  

• Obtaining the input of a group while retaining the authority to make the decision 
independently. 

• The group is less comfortable with more psychological methods. 
• Individuals in the group may repress ideas because of timidity or dominance of others. 

 
4.2.3 Conjoint Analysis 
Conjoint analysis is used in marketing to study the factors that influence consumers’ purchasing 
decisions (Green and Rao, 1971). It is used in designing new products, changing or repositioning 
existing products, evaluating the effects of price on purchase intent, and simulating market share 
(Louviere, 1988). Products possess attributes such as price, color, ingredients, guarantee, 
environmental impact, predicted reliability, and so on. Consumers typically do not have the 
option of buying the product that is best in every attribute, particularly when one of those 
attributes is price. Consumers are forced to make trade-offs as they decide which products to 
purchase. Researchers ask number of target market to indicate their choices for object under a 
range of hypothetical situations described in terms of product or service features, including 
attributes not included in the existing product or service. They use judgments to estimate 
preference functions, often a unique one for each respondent taking part in conjoint study. In 
essence, the researcher decomposes a respondent’s overall preference judgments for objects 
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defined on two or more attributes for distinct attribute level. With the resulting performance 
functions researchers can forecast the share of preference for any product under consideration as 
compared to other products. By modifying the characteristics of a given product, the analyst can 
simulate a verity of plausible market situations. When used in this manner, conjoint analysis 
provides forecast of market share that allow managers to explore the market potential for new 
products or services. These forecasts, however, depend upon other factors such as availability of 
the products/services in a market scenario to each customer and the customers’ awareness of 
these products/services. An application of conjoint analysis typically includes at least following 
steps (Wittink and Bergestuen, 2001): 
 

• Selection of product/service category. 
• Identification of a target market. 
• Selection and definition of attributes. 
• Selection of ranges of variation for the attributes. 
• Description of plausible preference models and data collection methods. 
• Development of the survey instruments. 
• Sample size creation and data collection. 
• Analysis of data. 

 
State-of-the-art 
From the early 70s, conjoint analysis has been considered as one of the major portfolios of  
techniques for measuring buyers’ tradeoffs among multi-attributed products and services in both 
industry and academia (Green and Rao, 1971; Johnson, 1974; Srinivasan and Shocker, 1973). 
Green and Srinivasan (1978) described several advantages and limitations of the full-profile data 
collection method in comparison with the tradeoff procedure (two-factor-at-a-time method). 
Levy et al., (1983) described the telephone-mail-telephone procedure for collecting the data from 
the market. A variation on the -TMT theme is use of the locked box (Schwartz, 1978), a metal 
box containing all interview materials, which serves as a respondent premium. Steckel et al., 
(1990) review the literature on various ways of incorporating environmental inter attribute 
correlations in the construction of stimulus sets so as to increase the realism of the task. They 
provide a method for maximizing "orthogonalness" subject to meeting various user-supplied 
constraints on the attribute levels that are allowed to appear together in full-profile descriptions. 
Krieger and Green (1988) and Wiley (1977) suggest methods for constructing stimulus sets for 
conjoint analysis that are Pareto optimal (i.e., no option dominates any other option on all 
attributes). Huber and Hansen (1986) and Green et al., (1988) report empirical results on the 
question of whether Pareto-optimally designed choice sets provide greater predictive validity 
than standard orthogonal designs in predicting a holdout set of realistic (Pareto-optimal) full 
profiles. Moore and Holbrook (1990) and Elrod et al., (1989) support and extend the findings of 
Green’s et al., (1988) study. Johnson (1987) proposed computer based adaptive conjoint 
Analysis for paired comparisons of data collection. 
 
Srinivasan et al., (1983) propose a constrained parameter estimation approach to improving 
predictive validity of conjoint analysis. Hagerty (1985) and Kamakura (1988) have proposed 
innovative approaches to improving the accuracy of full-profile conjoint analysis. Hagerty 
(1986) has argued that the emphasis on maximizing predictive power at the individual level may 
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be misplaced. He correctly points out that one should be more concerned with the accuracy of 
predicting market shares in the choice simulator. 
 
Green (1984) states that the full-profile method of conjoint analysis works very well when there 
are only a few (say, six or fewer) attributes. Green and Srinivasan (1990b) reports that for 
handling large number of attributes three methods (1) the self explication approach, (2) hybrid 
conjoint analysis, and (3) Adaptive Conjoint Analysis (ACA) can be used. In the self-explication 
approach, the respondent first evaluates the levels of each attribute, including price, on a 0-10 
(for example) desirability scale (with other attributes held constant) where the most preferred 
level on the attribute may be assigned the value 10 and the least preferred level assigned the 
value 0 (Green et al., 1981; Leigh et al., 1984; Wright and Kriewall, 1980). Hybrid models 
(Green et al., 1981) have been designed explicitly for task simplification in conjoint analysis. 
Hybrid uses self-explicated data to obtain a preliminary set of individualized part-worths for 
each respondent. The cross-validity of hybrid, traditional full-profile conjoint, and self-
explication methods has been examined in three studies reported by Green (1984), three cases by 
Moore and Semenik (1988), and one by Akaah (1987). Adaptive Conjoint Analysis (ACA) from 
Sawtooth Software collects preference data in a computer-interactive mode. Johnson (1987) 
indicates that the respondent's interaction with the computer increases respondent interest and 
involvement with the task. The ACA system is unique in the sense that it collects (as well as 
analyzes) data by microcomputers. Two empirical studies have compared the ACA method and 
full-profile conjoint analysis (Agarwal, 1988). Green et al., (1990) report that the self-explication 
approach out predicted the ACA method in terms of cross-validated correlation and first choice 
hits, besides reducing the interview time considerably. Fore recent reviews of conjoint analysis 
please refer to Green et al., (2001). 
 
Since the introduction of conjoint analysis in literature by Green and Rao (1971) as well as by 
Johnson (1974) it has been developed into a method of preference studies that receives much 
attention from both theoreticians and those who carry out field studies. Cattin and Wittink (1982) 
report 698 conjoint projects that were carried out by 17 companies in their survey of the period 
from 1971 to 1980. For the period from 1981 to 1985, Wittink and Cattin (1989) found 66 
companies in the United States that were in charge of a total of 1062 conjoint projects. Wittink et 
al., (1994) counted a total of 956 projects in Europe carried out by 59 companies in the period 
from 1986 to 1991. Based on a 2004 Sawtooth Software customer survey, the leading company 
in Conjoint Software, between 5,000 and 8,000 conjoint analysis projects were conducted by 
Sawtooth Software users during 2003. The validation of the conjoint method can be measured 
not only by the companies today that utilize conjoint methods for decision-making, but also by 
the 171,000 hits on www.google.com. For more details of the statistics of conjoint analysis 
please refer to Gustafsson (2007). Refer to Green and Srinivasan (1990a) for detailed review. 
 
Conjoint Analysis for the forecasting should be used when: 

• Respondents represent a probability sample of the target market. 
• Respondents are the decision makers for the product category under study. 
• The conjoint exercise includes respondents to process information as they would in the 

marketplace. 
• The alternatives can be meaningfully defined in terms of a modest number of attributes. 
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• Respondents find the conjoint task meaningful and have the motivation to provide valid 
judgments. 

 
4.2.4 Judgmental Bootstrapping 
Judgmental bootstrapping is a technique following the notion that decision makers usually have 
number of important factors in a task, but often they are not sure explicitly how much weight to 
give to each factor and are inconsistent in the weights they actually use (Tape et al., 1992). The 
appropriate weights can be extracted through regression on the past history of the task and used 
in a linear model to suggest good decisions or forecasts. In other words, Judgmental 
bootstrapping refers to developing a model of an expert’s experience by regressing his forecasts 
against the information that he used. In bootstrapping, experts make predictions about real or 
simulated situations. A statistical procedure can then be used to infer the prediction model. It 
starts with the expert’s forecasts and works backwards to infer rules the expert appeared to use in 
making these forecasts. It contrasts with the more common approach to experts systems, where 
one attempts to determine what rules were actually used and then perhaps what rules should be 
used. While, bootstrapping uses the expert’s forecasts as the dependent variable and the 
information that the expert used serve as the causal variables. Following are few guidelines to 
develop judgmental bootstrapping: 
 

• Consider all the process variables that the expert might use 
• Quantify the process variables with a reasonable degree of accuracy 
• Use the expertise of those forecasters who are most successful 
• Ensure that the variables are valid 
• Try to consider more than one expert or more than one groups of experts 
•  Use all expert’s opinion if they differs in same situation 
• Use large samples of stimulus cases 
• Use stimulus cases that cover most reasonable possibilities 
• Use stimulus cases that display low inter-correlations yet are realistic 
• Use simple analysis to represent behavior 
• Conduct formal monitoring  

 
State-of-the-art 
In the 1960s, researchers in a verity of fields studied judgmental bootstrapping. However, they 
were not aware of each other’s work until Dawes (1971). Judgmental bootstrapping entered the 
managerial literature through the work of Bowman (1963) who argued that judgmental 
bootstrapping feedback led to better decisions primarily through the reduction of erratic decision 
making. He supported his argument with an analysis comparing the performance of actual 
decisions with the performance of decisions based on the bootstrapped model. There is a lot of 
empirical support for judgmental bootstrapping. Kleinmuntz (1990) provides an excellent review 
of this vast literature. Of particular interest is the work of Camerer (1981) who developed the 
conditions for judgmental bootstrapping models to outperform people; those conditions covering 
a wide variety of situations. One of the recent studies by Armstrong (2001) provides a meta-
analysis of empirical comparisons on the value of judgmental bootstrapping as a means of 
improving judgmental forecast accuracy. (Ganzach et al., 2000) reports that judgmental 
bootstrapping has been found to be more accurate than unaided judgment in 8 of 11 comparisons, 
with two tests showing no difference, and one showing a small loss and the typical error 
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reduction was about 6%. Four of these bootstrapping studies were done in the last quarter 
century. They have helped to demonstrate the improved accuracy, extended the work to an 
applied management problem (e.g., advertising), and showed a condition under which it does not 
help. The failure occurred when experts used incorrect rules; in this case, bootstrapping applied 
incorrect rules more consistently and thus harmed accuracy Armstrong (2001). The principals for 
developing bootstrapping models are mainly based on the expert’s opinion and on commonly 
accepted procedures in the social sciences and econometrics (Allen and Fildes, 2001). For more 
details of principles of model development one may refer to Armstrong (2001). Camerer (1981) 
discuses empirical evidence capturing a close difference between expert’s predictions and those 
from their bootstrapping models. This does not imply that the bootstrapping forecasts are more 
accurate but it suggests that bootstrapping models capture key elements of an expert’s decision 
process. Grove and Meehl (1996) did a remarkable review of the empirical evidences on 
econometric models and concluded that they are equal to or more accurate than unaided 
judgment in most settings. Ashton et al., (1994) find a bootstrap model out-performed by a 
statistical forecasting model. Lawrence et al., (2000) and Fildes et al., (2009) assert that 
bootstrapping is less effective in the context of time series extrapolation, where cue information 
tends to be autocorrelated; the “error bootstrapping” technique developed in response by Fildes 
(1991) seeks to model the errors in a judgmental forecast, much like the forecast correction 
approach described above. 
 
Studies from various fields show bootstrapping improves upon accuracy of an expert’s forecast. 
Judgmental bootstrapping models have been used in various fields like psychology, education, 
human resources, marketing, finance, and sales. Martorelli (1981) describes their use for draft 
selections in hockey and football. Christal (1968) reported that bootstrapping has been used for 
officer promotions in the U.S. Air Force. Batchelor and Kwan (2007) tested the proposition that 
decisions of experts are inferior to the decisions of statistical models of experts in the financial 
markets by using judgmental bootstrapping. O’Connor et al., (2005) conclude that integrating 
judgmental bootstrapping with task feedback support increased the forecasting accuracy and 
reliability. In essence, judgmental bootstrapping seems to be of benefit because judgmental 
inconsistency is eliminated (Newton, 1965; Stewart, 2001). 
 
Judgmental Bootstrapping is used when: 

• The problem is complex 
• Reliable estimates can be obtained for bootstrapping 
• Valid relationship are used 
• The alternative is to use individual inexperienced experts 

 
4.3 Scenario Specific Forecasting Technique(s) Selection Tree 
 
Choosing the best forecasting method for any particular situation is a very tough task, and 
sometimes more than one method may be appropriate. In order to choose the best forecasting 
method among those available, this research proposes a decision making methodology, scenario 
specific forecasting technique (s) selection tree, shown in Figure 6. During the decision making 
via this tree, the first issue that needs to be resolved is what type of forecasting is required, 
qualitative, quantitative or both. If qualitative decisions are to be taken (e.g., competencies of 
workforce) then select left branch of the tree and traverse down. While, if quantitative decisions 
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(e.g., size and mix of the workforce) are to be made then select the right branch of the tree and 
traverse down. Moreover, there exist some situations where both type of decisions are required 
then call for both the edges at the first level of the tree. In case of quantitative procedures, the 
decision is further guided by whether the situation involves small or large changes. For small 
changes no policy analysis is needed and we obtain an acceptable feedback. 
 

 
 

Figure 6: Scenario Specific Forecasting Technique(s) Selection Tree 
 
If we have a lot of data, then it should be determined whether there is information about what 
empirical relationships might exist and if their magnitudes are known or not. If empirical 
knowledge of the relationship is available, then casual models are used. When large changes are 
improbable, we adopt data mining techniques. When, conditions are not clear, several 
appropriate techniques are combined to obtain the forecasts. Combined forecasts tend to achieve 
a high level of efficacy and reduce the likelihood of large errors. They are especially utilized 
when the component methods differ to a great extent among themselves. The integration of 
judgmental and statistical methods is summarized by Armstrong and Collopy (1998). Integration 
is efficient when judgments are collected in a systematically and then used as inputs to the 
quantitative models, rather than simply used as adjustments to the outputs. 
 
 
 
 
 

Quantitative 

Delphi Conjoint
Analysis

Boot-
strapping

Intentional 
Expectation

Structured
Analogies

Scenario
Analysis

Quantitative
Analogies

Trend
Extrapolation

Expert 
Systems

Neural 
Network

Causal
Model

Decision 
Trees

Judgment
Updation

Type of 
Data

Conflict
in DMs

Accuracy
Feedback

Data 
MiningPolicy

Analysis 

Good 
knowledge 

of relationship

Large-change
Expected

Type of
Data

Large 
Changes?

Good 
Factor

Knowledge

Good 
Factor

Knowledge

Policy
Analysis

Similar
cases?

Policy
Analysis

Knowledge
type

Qualitative

No Yes

NoYes Yes

NoNo

Yes

Self

Domain

Yes

NoNoYes

YesNo

Time seriesCross-sectional

Yes

No

Yes

No

No

Yes

No

Yes

Long-term
forecasting

Relatively 
short-term
forecasting



 38 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

5.0 SUPPLY ANALYSIS 
 
Supply analysis accesses the available workforce size, composition, and competencies. In order 
to conduct this analysis organizations should consider workforce, workload, and competencies as 
integrated elements. The demographic data of the organization provides “snapshots” of the 
current workforce for the supply analysis process. Identifying employment trends is one of the 
major factors in projecting the future workforce supply. Organizations generally use transaction 
data to identify employment trends. Required transaction data can be collected by reviewing 
changes in workforce demographics by: 
 

• Occupation 
• Grade level,  
• Organizational structure,  
• Race/national origin,  
• Gender,  
• Age,  
• Length of service and  
• Retirement eligibility  

 
This data also helps in developing valuable information on areas such as retirement eligibility or 
turnover for a given point in the future by projecting from current workforce demographic data. 
Personnel transaction data also provides the basis to identify baselines such as turnover rates. 
Moreover, it can also provide powerful tools to forecast workforce changes in the future that may 
occur from actions such as resignations and retirements. In conjunction with demographic data, 
transaction data help HR professionals and other managers to forecast opportunities for 
workforce change that can be incorporated into the action plans. 
 
When modeling the current workforce, organizations must include permanent employees, 
supplemental direct hire employees, and contract workers (Cotton, 2007: Thompson and 
Mastracci, 2005): 
 

• Permanent employees are on the organization’s payroll, have regular work hours, and 
are entitled to receive the benefits of regular employment offered by the organization. 

• Supplemental direct-hire employees are on the payroll of the organization, but do not 
have regular work hours and are not entitled to full benefits of employment. 
Supplemental employees work on a temporary, seasonal, or on-call basis. 

• Contract workers are employees whose “labor is procured through a contractual 
mechanism with a third party, such as a staffing agency.” They are employees who “work 
exclusively at the customer’s site, and whose work activities are integrated with those of 
the customer’s employees. 

 
For examining the current supply organizations conduct SWOT (Strength, Weakness, 
Opportunity, and Threat) analysis. The SWOT analysis can be conducted by doing internal and 
external environmental scanning (IPMA –HR 2000). Environmental scanning leads to adaptive 
workforce plan in response to rapid workplace changes. Such scanning enables the managers to 
review and analyze internal and external Strengths, Weaknesses, Opportunities and Threats—the 
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SWOT analysis. Environmental scanning addresses external and internal factors that will affect 
short-term and long-term goals. 
 
5.1 External Environment 
 
Opportunities and threats created by key external forces that affect entire organizations should be 
examined. These key forces include demographics, economics, technology, and political/legal 
and social/cultural factors (relative to employees, customers and competitors). For example, 
environmental scanning will help in understanding recruitment/retention approaches and 
strategies that competitors currently use to attract hard-to-find specialists. Following are the 
external data that can be used for the SWOT analysis (IPMA –HR 2000): 
 

• General information such as: 
o Demand for and supply of workers in key occupational fields 
o Emerging occupations and competencies 
o Net migration patterns 
o Retirement 
o Desirability of key geographic areas 
o Competitors in key geographic areas 
o Policies of major competitors 
o Labor force diversity 
o Colleges’ and educational institutions’ enrollments and specialties 
o New government laws and policies affecting the workforce 
o General economic conditions 

 
• Changing composition of the workforce and shifting work patterns including 

demographics, diversity, outsourcing, work patterns, and work shifts such as: 
o Civilian labor force age 
o Civilian labor force ethnicity 
o Growing occupations/ethnicity in the civilian labor force 
o Vanishing occupations/ethnicity in the civilian labor force 
o Emerging competencies/ethnicity in the civilian labor force 
o Civilian labor force education levels/ethnicity 
o Civilian labor force secondary and post secondary school enrollments/ethnicity 
o Civilian labor force high school graduations/ethnicity 
o New social programs (e.g., school to work) 
o Terminated social programs 
o Current trends in staffing patterns (such as part-time or job sharing) 
o Technology shifts 

 
• Government influences – policies, laws, and regulations affecting the workforce such 

as: 
o New employment laws 
o Revisions in current employment laws 
o Trends in lawsuits 
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o Changes in rules and regulations (e.g., by the Environmental Protection Agency) 
that affect the work being studied 

 
• Economic conditions that affect available and qualified labor pools such as: 

o Unemployment rates (general) 
o Unemployment rates in the specific geographic area of the organization 
o Interest rates 
o Inflation rates 
o Interest rates in the specific geographic area of the organization 
o Inflation rates in the specific geographic area of the organization 
o Gross National Product trends 

 
• Geographic and competitive conditions such as: 

o Turnover data—general 
o Turnover data—industry and occupation specific 
o Secondary and post-secondary school enrollments 
o Enrollments in curricula needed to support organizational strategies 
o Net migration into the geographic area 

 
5.2 Internal Factors 
 
While it is important to identify threats and attractive opportunities in the external environment, 
it is even more critical to ensure that people and competencies are in place to meet those threats 
and take advantage of those opportunities. Identify internal strengths and weakness in light of the 
philosophy and culture of the agency. Internal data that agencies would look at to conduct a 
SWOT analysis are: 
 

• Identify the current workforce skills, looking at education, language skills and 
competencies for successful performance. 

• Identify retirement eligibility projections and patterns for key positions in the agency, 
specifically to determine where the agency is the most vulnerable to a wave of 
retirements and a loss of knowledge and the need for succession planning. 

• Determine the demographic profiles of current employees, age, race, sex, etc., to 
determine the diversity of the workforce and areas for improvement. 

• Determine the current state of the agency’s union relations – is there a partnership 
relationship? If not, what will it take to develop a relationship that will support 
organizational change? 

• Assess the organizational climate. Is the staff feeling supported and nurtured or are they 
feeling overwhelmed and burnt out or somewhere in-between? This assessment will help 
the agency understand where they need to begin in implementing change. 

• Track turnover data to determine the amount of turnover in the agency, the types of 
turnover and reasons staff are leaving the agency to determine the impact turnover is 
having on the agency’s ability to provide service. 

• Understand the budget and the impact organizational change will have on salaries and 
benefits. 
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• Know the political environment. What might you expect in terms of possible changes in 
leadership: Governor, Commissioners, and Agency Director? 

 
A SWOT analysis brings together the external and internal information to develop strategies and 
objectives. The SWOT analysis develops strategies that align organization strengths with 
external opportunities, identifies internal weaknesses, and acknowledges threats that could affect 
organization success. Of course, as with all analysis, budget considerations must be a major 
component of workforce supply analysis.  
 
Workforce supply is, at its most basic level, the current workforce plus new hires less projected 
separations at some specific date in the future (Figure 7). For some organizations, projected 
workforce supply will be the result of a sophisticated mathematical model. For others, it will be 
an educated guess based upon data collected in the environmental scan. For most, it will be 
somewhere in between. No matter the level of sophistication, all models need to consider the 
same elements when projecting the future workforce composition: the inventory of the current 
workforce; the rate at which employees in specific occupations and at various leadership levels 
will leave the organization; what types of skills and abilities the organization will be able to 
attract; how the permanent workforce can be supplemented; and how the skill set of those who 
remain will or can change. 
 

 
 

Figure 7: Workforce Supply Analysis Model 
 
When computing how many people to add to the current workforce inventory, workforce 
planners must forecast who they will be able to recruit and what skills they will bring, how many 
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supplemental direct-hire employees will be available to the organization and what skills they 
bring, and what skills they will be able to acquire though the use of contract employees. 
 
The forecast of new hires (the recruitment forecast) is arguably the most difficult component of 
the supply forecast. Whereas current and historical data provide a foundation for the current 
workforce inventory and the separation forecast, the recruitment forecast is influenced by many 
variables outside the control of the organization. From the environmental scan, the workforce 
planning team should be able get a good idea of the general availability of the skill sets that will 
be needed. The most challenging part of the forecast is projecting the organization’s ability to be 
a successful recruiter of the talent it needs. Recruitment success depends upon economic 
conditions, the local market for specific skills, and the competition for labor. While it may be 
hard to forecast precisely whom the organization will be able to hire, it should be relatively easy 
to identify positions that will be harder-than average to fill. Another difficult component of the 
recruitment forecast is the unknown needed skill sets. No matter how well the organization plans, 
there is always a possibility that people will be needed to fill jobs that currently do not exist. The 
key in recruitment forecasting is to remember that it is a forecast—an imperfect projection of the 
future supply. 
 
Projecting the availability of contract employees is another important component of the supply 
forecast. Because the companies for whom these employees work usually compete in the same 
labor market as the public sector organization, they can be subject to the same labor shortages 
and skill deficits as the public organization. 
 
Once the current workforce inventory and recruitment forecast are complete, the next step is to 
forecast how many people will stay with the organization and why. Attrition stems from both 
voluntary separation (retirement, transfer, or resignation) and involuntary separation (termination 
for cause, layoff, long-term medical leave, death, or medical retirement). 
 
Once again, for strategy development purposes, it is important to assess attrition at the micro and 
macro levels. In the case of voluntary separation, it is essential to collect information on why 
employees are leaving, where they are going, and what types of jobs they are taking. High 
turnover in a specific department or job classification may be a signal that salaries in the 
classification are too low, workload is too high relative to the salary, or working conditions are 
subpar. Micro-level knowledge is useful for developing targeted workforce planning strategies. 
The current workforce inventory must be compared to the assessment of the future workforce 
needs to identify the human capital gaps that must be filled to achieve organizational success 
 
5.3 Workforce Supply Analysis in Different Sectors 
 
5.3.1 Public Sector 
The present trend of workforce planning in government is based on ad-hoc and mixed strategies 
(Government Performance Project [GPP], 2001; International Personnel Management 
Association [IPMA], 2002: Selden et al., 2001). Although government units report having formal 
strategic planning in place, this is often not backed up with a formalized workforce plan 
(Kellough and Selden, 2003).  
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Choudhury (2007) states that in local government supply analysis involves in systematic 
mapping of the changing environment through monitoring demographic shifts, updating the 
recruitment process, and using attrition forecasts. He identifies, local officials view their 
environment as relatively stable, that small local governments find recruitment techniques only 
moderately important for securing supply. This indicates that environmental turbulence is yet to 
become a characteristic feature of small local governments. At the same time, this also points to 
the fact that local officials do not simply embrace the generic model of workforce planning but 
make realistic assessment of their need.  In profiling their future, small local governments prefer 
specific techniques to anticipate future changes. In general, they consider analyzing the impact of 
technology and the state’s budget on jobs to be more valuable than analyzing the impact of social 
and political trends. Their analysis includes not only the issue of competency but also the very 
nature of a jurisdiction’s core functions. 
 
Cotton (2007) practiced the workforce planning in U.S. Department of Transportation’s (DOT’s) 
and concluded that the federal human capital and workforce planning requirements is illustrative 
of the successes and challenges that occur when workforce planning is mandated and centrally 
supported. Cotton (2007) reported that DOT’s success with workforce planning is evidenced by 
the fact that it was one of only five agencies to earn “green” status in the Human Capital Area. 
Report of the DOT (2006) states that, DOT performs an annual full-scope workforce analysis for 
workforce supply analysis as Human Capital Assessment and Accountability does. Cotton (2007) 
conducted the workforce supply analysis of U.S. DOT on a quarterly basis using Civilian 
Personnel Data File (CPDF) data and the Civilian Forecasting System (CIVFORS). Projections 
of workforce supply are also computed for all mission critical occupations. Mission-critical 
occupations are identified at the department and administration levels. Cotton (2007) also 
conducted the workforce supply analysis of the Maryland State Highway Administration in 
which, like many public sector organizations, lacked the comprehensive data sets needed to carry 
out supply analysis. However, there were able to produce a complete list of employees, their job 
titles, and assigned locations. 
 
Keel (2006) suggests that supply analysis focuses on an agency’s existing and future workforce 
supply. It answers the questions: what is the existing profile of the current workforce, and what 
does it need to be in the future to accomplish the agency’s goals and objectives. Reviewing trend 
data will help an agency in projecting future workforce supply. It will also help an agency apply 
assumptions about how various factors will influence the future workforce. Trend information, 
combined with the current workforce profile, is an essential building block for forecasting 
workforce supply. To gather this information, some agencies have found it beneficial to delegate 
workforce planning to each division or satellite office. This gives managers the flexibility to 
address local issues, outcomes, and strategies. 
 
Various reports on workforce supply analysis of the states (Arizona, Georgia, Iowa, Kansas, 
Washington, etc.) and local government exist in the literature. For more details one may refer to 
IPMA (2002). 
 
5.3.2 Health-care Sector 
In the health care sector workforce planning is one of the major crucial activities.  In that sector, 
supply analysis model is termed as the trend model (Roberfroid et al., 2009). The trend model 
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relies on physician-population ratios and takes into account health care services currently 
delivered by the total pool of practicing physicians. This approach assumes that future 
requirements for physicians will need to match the volume of services currently provided on a 
per capita basis. O'Brien-Pallas et al., (2001) states that trend model reliant on three assumptions:  
 

• the current level, mix, and distribution of providers in the population are adequate;  
• the age and sex-specific productivity of providers remain constant in the future;  
• the size and demographic profile of the providers change over time in ways projected by 

currently observed trends.  
 
In such models, needs are defined as the necessary inflow of human resources to maintain or to 
reach at some identified future time, an arbitrary predefined level of service.  
 
Although conceptually straightforward, such a model can gain complexity. First, the supply-
based model often integrates parameters of demand. Possible changes in demographic features 
and the delivery system are sometimes factored into the projections. Second, the model is not 
necessarily based on a simple headcount of providers, but can integrate parameters linked to 
professional productivity. 
 
The model can also serve to create scenarios, such as changes in the skill mix. In such instances, 
the model is called by some authors a substitution model (Persaud et al., 1999). The service 
targets approach is similar to the physician-to-population ratio. Requirements are defined on the 
basis of pre-set health service targets, e.g., staffing required for expansion of facilities (Zurn et 
al., 2004). The supply-based approach has been used in Belgium (Roberfroid et al., 2008), the 
United States of America (Lurie et al., 2002; Angus et al., 2000; Shipman et al., 2004; Holliman 
et al., 1997), Australia (Joyce et al., 2006), and Canada (Basu and Gupta, 2005).  
 
Lavieri and Puterman (2009) used the attrition patterns to estimate the current supply of nurses 
for optimizing nursing human resource planning in British Columbia. Park and Choi (2001) 
estimated the supply of nurses in Korea by 2015 by using a baseline projection with an 
assumption that the current age structure of nurses is maintained. The age-specific future supply 
of nurses was estimated by using the age structure of input and output of nurses into the health 
care delivery system. Projections for each 5-year interval up to the year 2015 were made on the 
basis of the past trend of increments and losses before 1996. Maynard (2006) conducted the 
supply analysis by the activities of medical schools and open (that is, the EU in the case of 
Britain) and adjustable (external to the EU) migration trends. 
 
5.3.3 Miscellaneous 
Apart from public sectors, defense, healthcare, and industrial organizations workforce planning 
is widely practiced in fields like IT, banking, education, wild life etc. Limère and Landeghem 
(2008) developed a decision support system for workforce planning and analysis for a 
department of commercial credit applications of a large player in the Belgian banking sector. For 
conducting the supply analysis they scrutinized the existing electronic databases and performed 
the simulation analysis. National Wildlife Refuge System (2008) reported that Refuge System 
started conducting the first official phase of the seven step workforce planning in 2002. For the 
workforce supply analysis comprehensive demographic and skills information was collected in 
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Program Profiles for eight major program areas. This information served as a starting point for 
discussion and analysis at the Service’s three-day Workforce Management Conference held in 
Washington, D.C. in May 2002. Refuge System leaders analyzed the information in the Program 
Profile and discussed the future demand/supply facing the Refuge System workforce. Ghosh 
(2005) analyzes the workforce supply in IT, health, consumer & commercial services, education, 
construction, engineering sectors of European Union (EU) states. He identified four major 
reasons (Population Trends, Participation rates in workforce, Participation rates in workforce, 
Education & Qualification) influencing workforce supply in EU labor markets. 
 
Dubra and Gulbe (2008) identified and forecasted the Latvian labor market supply and demand 
of labor force in 15 sectors of national economy as well as determined causes of the disparity 
between the labor force supply and demand. The methodology of the studies is mainly based on 
data of different surveys and statistical information, expert evaluations, involving the use of 
methods of mathematical statistics and econometrics on a limited scale. More specifically, for 
conducting the supply analysis they analyzed following factors. (1) Analysis and forecasts for the 
demographic situation of Latvia, (2) Analysis of the annual CSB (Central Statistical Bureau) 
labor force survey results, (3) EU strategies in respect to labor market development and Euro-stat 
data, (4) Study proposal on the introduction of the Registers of Employees for the analysis and 
forecast of the labor market etc.  
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6.0 GAP ANALYSIS 
 
Gap analysis involves in comparing the results of supply and demand analysis to identify gaps 
between the supply of and demand of total workforce and their mix. In gap analysis, managers 
use the workload and workforce data and the competency sets developed in earlier two phases 
(i.e., the supply and demand analysis phases). The most important thing to take care of in 
conducting gap analysis is the coordination in supply and demand data and competencies 
analyses as they have to be comparable. 
 
Gap analysis identifies situations when demand exceeds supply such as when critical work 
demand, number of personnel, or current/future competencies will not meet future needs. It also 
identifies situations when future supply exceeds demand, however, such as when critical work 
demands, amount of personnel, or competencies exceed needs. In either event, your organization 
must identify these differences and make plans to address them. Future strategic planning 
direction will highly be determined from actions taken to eliminate the gaps. Depending upon 
how the supply and demand needs are determined and how specific they are, gaps can be 
identified by job title, series, grades, and locations. To be effective for comparison, the data and 
competencies in the supply and demand analysis phases need to be developed in tandem. 
 
The “solution analysis” that will close the gaps must be strategic in nature. When doing solution 
analysis, organization should be prepared to address ongoing as well as unplanned changes in the 
workforce. The trends identified in supply and demand analysis can help your organization 
anticipate these changes. 
 
In summary, calculating gaps will enable you to identify where your human capital (people and 
competencies) will not meet future needs (demand will exceed supply). The gap analysis also 
will determine whether your human capital exceeds the needs of the future (supply will exceed 
demand). There may also be situations where supply will meet future demand, thus resulting in a 
zero difference or no gap. The gap analysis process is outlined in Table 1 (IPMA –HR 2000). 
 

Table 1: The Gap Analysis Process 
 

How What 
Assess The current supply of human capital 
Factor in Variables and assumptions 
To come up with Supply of human capital, then 
Compare to Demand 
To come up with Gaps and surpluses 

 
 

Once you have identified the gaps between the demand (future needs and projected workload) 
and the supply (workforce and competencies), you will need to consult with management to set 
priorities to fill the gaps that will have a critical impact on your organization’s goals. Table 2 
represents a form of conducting gap analysis. 
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Table 2: The Gap Analysis Form 
 

WORKFORCE PLAN 
Information Technology 
Specialist GS-2210-12 

(Full Performance Level) 
PRESENT SUPPLY 10 

Minus Expected Attrition -5 
Plus Projected Supply 

(soon to be hired) +3 

FUTURE SUPPLY 8 

Minus Future Demand -12 

WORKFORCE GAP (4) 
 
In the guide to workforce planning at the Department of Energy (2005), following questions are 
suggested to conduct the gap analysis: 
 

• What will be the potential sources of your new staff that will be required?  
• What attrition and retirement can be expected over next five years?  
• Will attrition make it easier or harder to achieve workforce objectives?  
• What kind of positions will need to be filed? 
• How can training /re-training help? 
• Succession planning implications? 
• Competitive Sourcing solutions?  
• Impact of budget decisions on any mission critical occupations?  
• Any redeployment concerns or issues with current staff?  
• Are new hires going to be required, and if so are they going to replace current employees 

or go into newly established positions? 
 
Department of Navy (DON) (http://www.doncio.navy.mil/workforce/) Chief Information Officer 
(CIO) addressed requirement of gap analysis in its strategic goals, calling for the Navy and 
Marine Corps "to build IM/IT (Information Management/Information Technology) competencies 
to shape the workforce of the future." The CIO took specific action to achieve this goal by 
establishing a cross-functional, cross-organizational team - the IM/IT Workforce Integrated 
Process Team - chartered to define a workforce strategy and conduct IM/IT workforce planning 
analyses to facilitate more efficient and accurate alignment of the IM/IT workforce to meet the 
DON's organizational goals, commitments and priorities. In the report of CPS Human Resource 
Services (2007), “Gap Analysis: Staffing Assessment Template” is developed that synthesizes 
the data gathered during the Demand Analysis and Supply Analysis. The results from this 
analysis identify the gaps and surpluses in staffing levels needed for the future. Moreover, 
“Competency Gap Assessment Form” was also developed to identify gap of competencies. 
 
Gates et al., (2006) highlights the fact that local DoD (Department of Defense) managers face a 
workforce-planning process that is substantially more complicated than the simple workforce-
planning model would suggest. Managers must consider both the gap between workforce 



 48 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

demand and workforce supply and the gap between workforce supply and the workforce that can 
be supported with budgeted resources. If DoD wants managers to take requirements 
determination seriously, it must devise a way to eliminate the distinction between required and 
budgeted resources. It is possible that better DoD-wide data on workforce requirements could 
support this aim. 
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7.0 CONCLUSION 
 
This project studies workforce forecasting in two aspects: (1) an extensive review of the existing 
methodologies and techniques and (2) an effort to develop a decision support system with 
models and software programming. In this report (i.e., Part I of this research) a thorough 
literature on fundamental research and practices of workforce planning has been presented. 
Workforce planning is an organized process for identifying the number of employees, their mix 
and the types of skill sets required to accomplish organization’s strategic goals and objectives. 
The Part I research focuses mostly on the demand and supply forecasting techniques for 
workforce analysis, a subset of workforce planning. Over 300 relevant literatures (books, book 
chapters, journal papers, technical reports, etc.) have been identified and reviewed by the project 
team. 289 of the literatures are covered in this report as listed in the reference section.  
 
The vast amount of literature demonstrates the importance and complexity of the research of 
workforce planning, especially workforce demand and supply forecasting. Many different 
techniques have been proposed to conduct the workforce forecasting, including quantitative 
algorithms and qualitative (or judgmental) decision making methods. Regardless of the methods 
used, it is almost impossible to forecast exact amount of future workforce in long planning 
horizons. There is always an element of uncertainty until the forecast horizon has come to pass. 
Therefore, one of the biggest questions is: How to choose the best forecasting method or 
combination of methods for forecasting future workforce? In order to address the challenges, this 
report reviews the state of the art of workforce planning/forecasting techniques and provides 
decision support information, such as how to use a model, when to use it, and the advantages and 
limitations of the model. Guidelines and examples of various workforce planning activities are 
included in the report to illustrate the use of the models and techniques as well as the way to use 
them. In addition, a scenario specific forecasting technique(s) selection tree has been proposed in 
this report to help decision makers select the desired models or techniques based on the 
availability and type of time-series and cross-sectional data. Finally, the sources of the original 
material can be found in the reference list. 
 
In summary, the main contributions of this research include the following: 

• This research provides an extensive review of the fundamental knowledge, applications, 
guidelines, and scope of use of various workforce forecasting methods. Each of the 
methods has been reviewed in terms of following questions: 

o What is this method, and how does it work? 
o How to use this method? 
o When to use this method? 

• A decision tree has been proposed for selecting an appropriate forecasting technique 
based on available data and the needs. 

• A list of 289 reference resources related to workforce forecasting and planning have been 
included. The references consist of books, academic periodicals and conference papers, 
white papers, technical reports, and web resources. The sources of the reference are listed 
in the Reference section. 
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PART II – DECISION SUPPORT SOFTWARE PROGRAM USING ARTIFICIAL 
INTELLIGENCE TECHNIQUES FOR WORKFORCE FORECASTING 

 
8.0 SUMMARY 

 
This project studies workforce forecasting in two main aspects: (1) an extensive review of the 
existing methodologies and techniques and (2) an effort to develop a decision support system 
with models and software programming. The main objective of this project is to enhance the 
effectiveness of workforce forecasting and deployment through innovative approaches of 
artificial intelligence. The deliverables include a summary report of conventional and innovative 
methods of workforce forecasting (Part I) and a decision support software program using 
artificial intelligence techniques for workforce forecasting (Part II). 
 
Part II covers the development of a forecasting decision support system. This system consists of 
a forecasting model powered by artificial intelligence, a data collection scheme that covers a full 
spectrum of conditions, a software program to realize the proposed model, and simulated cases. 
In this part of the project, the research team attempts to achieve the following targets: (1) 
develops an iterative and incremental process for the workforce forecasting, (2) integrates the 
strategic business goals with workforce planning process, (3) suggests a longer planning horizon 
for accurate forecasts, (4) implements a broad domain of workforce planning activities, from 
environmental scanning to strategic reviews, (5) reduces the future uncertainty by incorporating 
the skill’s gap analysis, and (6) provides a competency framework which supports coherent 
analysis of several factors involved. 
 
As an integrated solution, a hybrid model has been proposed, which integrates various artificial 
intelligent soft computing techniques, including ant-based algorithm, genetic algorithm, and 
neural network, and fuzzy logic. A software program has been developed to realize the proposed 
hybrid model with a user-friendly graphical interface. Some test results show that the hybrid 
model performs well while solving simulated cases. 
 
Following is a summary of the main contents and contributions of Part II: 

• This report presents a more comprehensive set of questionnaire with 52 questions and 17 
parameters to capture the human resource information within most organizations. 

• This report presents an improved intelligent decision support system for workforce 
forecasting. After conducting several tests on various artificial intelligence techniques, a 
“Self Guided Ant-based Genetically-Optimized-Neural-Network” (SGA GONN) model is 
proposed, which is a robust solution methodology that outperforms the existing solution 
methodologies compared in this research. 

• A software program has been developed that integrates MATLAB, MS Excel, and Visual 
C#. It has a graphical interface that allows customization of the algorithm and also helps 
in maintaining the database. Users with little knowledge the models will still be able to 
operate the software by simply following the instructions with suggested default settings.  

 
Part I presents a thorough literature review of fundamental research and practices of demand and 
supply forecasting techniques for workforce analysis based on 289 literature resources reviewed 
by the research team. 
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9.0 INTRODUCTION TO WORKFORCE FORECASTING 
 
9.1 Background 
 
Workforce planning is one of the crucial human resource (HR) functions for an organization to 
ensure that its long term strategic goals are met. Workforce planning is defined as organized 
process of identifying the number and mix of employees along with the types of skill sets 
required by them to accomplish the organization’s strategic goals and objectives. It starts with a 
well directed strategic plan, reliable and structured workforce data, a strong internal and external 
environmental scanning, and a keen awareness of trends (Cotten, 2007). A successful workforce 
analysis plan is based on the lean principle of continuous improvement. It is an iterative process 
which includes four steps in succession and thrives on the underlying idea that there is always a 
scope for more improvement. These four steps are (Keel, 2006): 
 

1) Defining organization’s strategic goals and objectives,  
2) Conducting workforce analysis,  
3) Implementation of workforce plan, and  
4) Monitoring, evaluating and revising strategies. 

 
Workforce analysis is a most vital and complex phase in workforce planning. This phase 
comprises demand analysis, supply analysis, gap analysis, and strategy development. The thrust 
of this thesis is the demand analysis phase (i.e., forecasting of future workforce) of workforce 
analysis. Forecasting the future workforce demand (first phase of workforce analysis) of an 
organization begins with the mission area analysis of its current products, processes, policies and 
anticipating needed changes in the workforce. The Demand Forecast describes what each 
mission workforce should be (e.g., 1 to 5 years) in terms of:  Size – total number of positions 
needed, Composition – mix of full time and part time positions, and Job requirements – 
competencies required by crucial work aligned to core processes. 
 
9.2 Problem Statement and Objectives 
 
Regardless of the methods used, it is almost impossible to forecast the exact amount of the future 
workforce in long planning horizons. There will always be an element of uncertainty until the 
forecast horizon has come to pass. Researchers and practitioners have put ample efforts in 
developing forecasting methods to minimize the element of uncertainty in forecasting. An 
intensive scanning of the literature shows that there is not much work regarding review of 
workforce forecasting methods. It is also seen that organizations feel the difficulty in selecting 
workforce forecasting methods according to their strategic direction and availability of data. 
There can be one or a combination of more than two suitable forecasting methods in a particular 
situation. Therefore, one of the biggest questions is how to choose the best forecasting method or 
combination of methods for forecasting future workforce? For any organization, just to know the 
best suitable forecasting technique(s) is not enough for effective workforce forecasting. 
Identification of key factors affecting a future workforce, questionnaires development for 
effective data collection, interpretation of responses to questionnaires, integration of responses to 
get final data are other vital tasks that should be performed in an organized way for effective and 
efficient workforce forecasting. Moreover, in the literature, decision trees are not used much for 
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the forecasting of future workforce; while, it is well proved that decision trees are one the best 
decision making techniques in the area of machine learning. This thesis answers all the questions 
starting from doing literature review of workforce forecasting techniques to development of a 
new decision tree for workforce forecasting. 
 
9.3 Detailed Overview 
 
There are four key steps to the workforce analysis phase of the planning model. These steps are 
pictorially shown in Figure 8 (Keel, 2006) followed by details of these steps. 
 

 
 

Figure 8: Four Key Steps for Conducting Workforce Analysis 
 
9.3.1 Step 1: Demand Analysis 
Forecasting the future workforce demand begins with the mission area analysis of the current and 
future products, processes, and organization’s policies. The Demand Forecast will describe what 
should be the workforce size, compositions, and competencies in the planning horizon. In light 
of strategic direction and through collaboration with mission area experts, the true workforce 
requirement needed to accomplish future mission is assessed in demand analysis. 
Acknowledging the difficulty of describing the unknown, a disciplined balance of potential 
technological, threat, product, political, and economic changes with risk assessment is needed. 
The demand analysis process should examine not only what work the organization will do in the 
future and who will do it, but how that work will be performed? Some possible considerations 
include:  
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• How will jobs and workload change as a result of technological advancements, economic, 
social, and political conditions?  

• What are the consequences or results of these changes?  
• What will be the reporting relationships?  
• How will divisions, work groups, and jobs be designed?  
• How will work flow into each part of the organization? What will be done with it? Where 

will the work flow?  
 
Once the ‘what and how’ of future work has been determined through the identification of actual 
positions that are crucial to the core processes of the organization, the next step is to associate 
critical competencies that will be needed to carry out that work.  The future workforce profile 
created through the demand forecast analysis will display a set of competencies that describes the 
future workforce.  
 
9.3.2 Step 2: Supply Analysis 
Supply analysis assesses the available workforce size, composition, and competencies according 
to current capabilities and policies in the planning horizon. In order to conduct this analysis, 
organizations should consider workforce, workload, and competencies as integrated elements. 
The demographic data of the organization provides snapshots of the current workforce for the 
supply analysis process. Identifying employment trends is one of the major factors in projecting 
the future workforce supply. Organizations generally use transaction data to identify employment 
trends. Required transaction data can be collected by reviewing changes in workforce 
demographics by: Occupation, Grade level, Organizational structure, Race/national origin, 
Gender, Age, Length of service, and Retirement eligibility. 
 
This data also helps in developing valuable information on areas such as retirement eligibility or 
turnover for a given point in the future by projecting from current workforce demographic data. 
Personnel transaction data also provides the basis to identify baselines such as turnover rates. 
Moreover, it can also provide powerful tools to forecast workforce changes in the future that may 
occur from actions such as resignations and retirements. In conjunction with demographic data, 
transaction data help human resource professionals and other managers to forecast opportunities 
for workforce change that can be incorporated into the action plans. 
 
When modeling the current workforce, organizations must include permanent employees, 
supplemental direct-hire employees, and contract workers (Cotton, 2007). Permanent employees 
are on the organization’s payroll, have regular work hours, and are entitled to receive the benefits 
of regular employment offered by the organization (Thompson and Mastracci, 2005). 
Supplemental direct-hire employees are on the payroll of the organization, but do not have 
regular work hours and are not entitled to full benefits of employment. Supplemental employees 
work on a temporary, seasonal, or on-call basis (Thompson and Mastracci, 2005). For examining 
the current supply organizations conduct SWOT (Strength, Weakness, Opportunity, and Threat) 
analysis. A SWOT analysis brings together the external and internal information to develop 
strategies and objectives. The SWOT analysis develops strategies that align organization 
strengths with external opportunities, identifies internal weaknesses, and acknowledges threats 
that could affect organization success. The SWOT analysis can be conducted by doing internal 
and external environmental scanning (IPMA–HR 2000). Environmental scanning leads to an 
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adaptive workforce plan in response to rapid workplace changes. Such scanning enables the 
managers to review and analyze internal and external Strengths, Weaknesses, Opportunities and 
Threats. Environmental scanning addresses external and internal factors that will affect short-
term and long-term goals.  
 
Workforce supply is, at its most basic level, the current workforce plus new hires less projected 
separations at some specific date in the future (Figure 9). For some organizations, projected 
workforce supply will be the result of a sophisticated mathematical model. For others, it will be 
an educated guess based upon data collected in the environmental scan. For most, it will be 
somewhere in between. No matter the level of sophistication, all models need to consider the 
same elements when projecting the future workforce supply. These elements are the inventory of 
the current workforce, the rate at which employees in specific occupations and at various 
leadership levels will leave the organization, and types of skills and abilities the organization will 
be able to attract. 
 

 
Figure 9: Workforce Supply Analysis Model 

 
9.3.3 Step 3: Gap Analysis 
Gap analysis involves comparing the results of supply and demand analysis to identify gaps 
between the supply and demand of total workforce and their mix and competencies. In gap 
analysis, managers use workload and workforce data and the competency sets developed earlier 
in two phases (i.e., the supply and demand analysis phases). The most important thing in 
conducting gap analysis is the coordination in supply and demand data and competencies 
analyses as they have to be comparable. 
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Gap analysis identifies situations when demand exceeds supply, such as when critical work 
demand, number of personnel, or current/future competencies will not meet future needs. It also 
identifies situations when future supply exceeds demand. In either event, organizations must 
identify these differences and make plans to address them. Depending upon how the supply and 
demand are determined and how specific they are gaps can be identified by job title, series, 
grades, and locations. To be effective for comparison, the data and competencies in the supply 
and demand analysis phases need to be developed in tandem. The solution analysis that will 
close the gaps must be strategic in nature. When doing solution analysis, organizations should be 
prepared to address ongoing as well as unplanned changes in the workforce. The trends 
identified in supply and demand analysis can help organizations to anticipate these changes. 
 
In summary, calculating gaps will enable the organizations to identify where human capital 
(people and competencies) will not meet future needs (demand will exceed supply). The gap 
analysis also will determine whether human capital exceeds the needs of the future (supply will 
exceed demand). There may also be situations where supply will meet future demand, thus 
resulting in a zero difference or no gap. The gap analysis process is outlined in Table 3 (IPMA–
HR 2000). Once the gaps between the demand and the supply are identified, it is necessary to 
consult with management to set priorities to fill the gaps which will have a critical impact on 
organization’s strategic goals. 
 

Table 3: The Gap Analysis Process 
 

How What 
Assess The current supply of human capital 

Factor in Variables and assumptions 
To come up with Supply of human capital, then 

Compare to Demand 
To come up with Gaps and surpluses 

 
9.3.4 Step 4: Strategy Development 
The final step in the workforce analysis phase is development of strategies to address future gaps 
and surpluses. There is a wide range and combination of strategies that might be used to attract 
and develop the workforce with needed competencies, or to deal with excesses in competencies 
no longer needed for mission accomplishment. There is also numerous factors that will influence 
the selection of strategy or, more likely, which combination of strategies should be used. Some 
of these factors include, but are not limited to, the following:  
 

• Time- Is there enough time to develop the workforce internally for anticipated vacancies 
or new competency needs, or fast-paced recruitment is the best approach?  

• Resources- The availability of adequate resources will likely influence which strategies 
are used and to what degree, as well as priorities and timing.  

• Workplace and workforce dynamics- Whether particular productivity and retention 
strategies need to be deployed will be influenced by workplace climate (e.g., employee 
satisfaction levels), workforce age, diversity, personal needs, etc.  

• Job classifications- Do the presently used job classifications and position descriptions 
reflect the future functional requirements and competencies needed? Does the structure of 
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the classification series have enough flexibility to recognize competency growth and 
employee succession in a timely fashion? Does it allow compensation flexibility?  

 
Multiple options or solution sets for filling any gaps should be developed and priced.  In this 
way, which gaps to resolve and which solutions to fund can be selected strategically based on 
mission priorities, expected ROI (Return on Investment), and direct alignment to strategy.  
 
In order to accomplish above mentioned four key steps for workforce analysis, various 
methodologies and approaches had been developed and can be found in literature. Since Demand 
Analysis is the major thrust of this thesis, in the subsequent section of this thesis we will only 
focus on the review of existing methodologies for conducting the demand analysis, i.e., 
workforce demand forecasting. 
 
9.4 Solutions Outline 
 
Due to the complexity and the fuzzy nature of workforce planning in the real world, a crisp 
mathematical formulation for workforce forecasting fails to capture a generic scenario that can 
be implemented for all the organizations in general (Tripathi et al., 2010). In this respect, this 
research proposes a new forecasting decision support system (FDSS) which can be utilized to 
forecast the workforce for generic scenarios of most organizations. The suggested methodology 
iteratively adapts itself (over the years) in accordance with the organization under consideration. 
The proposed methodology has its roots in neural network, adaptive genetic algorithm and 
algorithm of self guided ants. In general, artificial neural networks have been proved to be 
universal approximators and a three-layer feedforward neural network can approximate any 
nonlinear continuous function to a considerable accuracy (Brown and Harris, 1994). Owing to its 
structure, a neural network utilizes several learning algorithms for enhancing its prediction 
capabilities, e.g., Genetic Algorithm (GA) (Tripathi et al., 2008) and backpropagation (Pham and 
Karaboga, 2000). This research utilizes GA as learning algorithm and enhances the learning 
capability of the network by incorporating the concept of self guided ants to enhance the learning 
procedure. Thereafter a simulated case study of a hypothetical organization is constructed and 
the efficiency of the proposed algorithm is tested against a previously developed methodology 
Clonal C-Fuzzy Decision Tree (C2FDT) (Shukla et al., 2009) for prediction purposes. 
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10.0 THE FORECASTING DECISION SUPPORT SYSTEM (FDSS) FORMULATION 
 
The problem of workforce forecasting has become a burning platform for most organizations. 
According to a survey on 200 organizations globally, only 14% of them are prepared to a very 
large extent and 58% are prepared to some extent to meet with the challenges put forth by the 
workforce planning activities (Tripathi et al., 2010). The loss of skills, corporate knowledge and 
human resource management data is the governing reason for poor operational resource 
planning/workforce forecasting within an organization. The incompetency of the organizations to 
conduct formal, integrated workforce planning plays a key role for the loss of this information. 
At the same time, the firms dedicated to more robust workforce planning activities have a longer 
time horizons for their workforce plans. Such organizations keep themselves prepared for any 
potential loss of the aforementioned knowledge by maintaining a structured database. Such a 
structured database can be effectively utilized for successfully carrying on the workforce 
planning activities with fewer challenges and more accurate results.  
 
The major modeling challenges for the organizations involved in workforce planning are shown 
in Figure 10. The figure shows the concept of ‘5 Why’ from the Lean Thinking (Womack and 
Jones, 2003) to arrive at the final answer.  
 

• Can we formulate a mathematical model to solve the workforce forecasting problem? 
• Can a generic mathematical model be formulated to represent all the scenarios for all the 

organizations? 
• If the generic mathematical model cannot be formulated, then can a non mathematical 

model be formulated for this problem type? 
• How can such a generic model be implemented to meet with specific organizations 

context? 
 

 
 

Figure 10: Modeling Challenges in Workforce Forecasting 
 
Therefore finally we arrive to the solution that by utilizing meta-modeling and artificial 
intelligence implementation a generic model can be formulated and can be customized for a 
specific organization. 
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Firms support a range of approaches to workforce planning depending upon their consistency 
with the maturity and size of individual business units. In this respect, the proposed FDSS 
identifies the intrinsic relationships existing among the factors that critically affect the workforce 
planning and forecasting. The four essential phases which form the building blocks of the FDSS 
are shown in Figure 11: 
 

• Data Collection: This phase involves collecting organizational data in the  
form of questionnaire/survey forms. 

• Parameter Identification: Categorizing them into a generalized set of parameters.  
• Parameter Integration: A fuzzy logic based internal engine is utilized to convert the 

verbal answers from the questionnaire into the software understandable set of quantified 
parameters. 

• A Data Mining Algorithm: This is utilized for analyzing the hidden pattern within the 
data collected for predicting the future accordingly. 

 

 
 

Figure 11: Building Blocks of FDSS 
 
10.1 Data Collection 
 
To get a deeper insight of human resource data within an organization, conducting a formal and 
integrated workforce planning survey is critical. However, the organization must show its active 
participation to the workforce analyst. Such participation includes revealing information 
regarding a comprehensive set of metrics for various workforce planning activities. In this 
respect, development of a survey forms as a follow up to the strategic workforce planning 
constitute an essential part of the FDSS. This research proposes an improved survey form that 
consists of a comprehensive set of 52 questions and has been designed to gain the complete 
insight of an organization’s HR information (a comprehensive list of all the questions is 
presented in Table 4). Moreover, for each question in the survey form, there is an associated 
importance value which determines the significance of that question for a particular 
organization.  
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Table 4: Quantitative Input Survey Form 
 

Quantitative Input Survey Form 
1.  Total existing workforce in each category. 
2.  Percentage of each category of W/F lying in the nearing retirement age criteria 

Input: 1-10 (Scaled) 
3.  What is the required male female ratio? 

Input: 1-10 (Scaled) 
4.  Does the organization prefer to have employee from the closer regions for more dedicated workforce.  

Input: 1-10.  
5.  Does the organization prefer multilingual employees? 

Input: 1-10. 
6.  What is the perception of the management about their W/F Education Training level? 

Qualification Level Input: 1-10 
7.  What is the expectancy level from the employees? 

Expectancy Input: 1-10 
8.  How strong is the company policy for involuntary retirement of workforce?  

Input: 1-10 
9.  Recruitment Process (Hiring the qualified W/F or development of skills within the organization?) 

Input: 1-10 
10.  Do the employees find current job satisfactory according to the education/training level they have? 

Satisfaction Input: 1-10  
11.  Are employees willing to switch over to another job because they find their current job status 

unsatisfactory as compared to their education level? 
Input: 1-10 

12.  Is the organization providing training to the employees for enhancing their current job? 
Input: 1-10 

13.  Is the organization providing multi-skilled training to the employees?  
Input: 1-10  

14.  Is the organization expecting a growth in near future?  
Input: 1-10 

15.  What is the percentage of employees leaving the company due to: Voluntary retirement 
Input: 1-10 (Scaled) 

16.  What is the percentage of employees leaving the company due to: Involuntary retirement  
Input: 1-10 (Scaled) 

17.  What is the percentage of employees leaving the company due to: Dissatisfaction 
Input: 1-10 (Scaled) 

18.  What is the ratio of number of positions open for immediate hire vs. total positions available? 
Input: 1-10 (Scaled) 

19.  The hiring activities planned by employers for the next six months 
Input: 1-10 

20.  Management Level Question: Are the employees Over Paid/Under Paid? 
Input: 1-10 

21.  Employee Level Question: Are the employees Over Paid/Under Paid?  
Input: 1-10  

22.  Quantitative parameter : Input the number of the categorized W/F turnover rates in each category 
Input: 1-10 (Scaled) 

23.  Categorized Quantitative data. (Percentage) for persons entering industry 
Input: 1-10 (Scaled) 

24.  Categorized Quantitative data. (Percentage) for persons taking relevant training 
Input: 1-10 (Scaled) 

25.  Categorized Quantitative data. (Percentage) completion rate of vocational training 
Input: 1-10 (Scaled) 
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26.  Ratio of Population growth 
Input: 1-10 (Scaled) 

27.  Ratio of Migration (Employees switching between companies) 
Input: 1-10 (Scaled) 

28.  Are the external job markets plentiful?  
Input: 1-10  

29.  Quantitative Parameter: Current unemployment rate 
Input: 1-10 (Scaled) 

30.  Ratio of Economic Growth 
Input: 1-10 (Scaled) 

31.  The management is building organizational commitment by:  Establishing an appropriate 
organizational culture 
Input: 1-10 

32.  The management is building organizational commitment by: Improving opportunities for training, 
development 
Input: 1-10 

33.  The management is building organizational commitment by: Introducing/encouraging employee 
participation  
Input: 1-10 

34.  Is the management and leadership involved for improvement to safety and risk reduction  
Input: 1-10 

35.  The management is promoting job satisfaction by: Remuneration  
Input: 1-10 

36.  The management is promoting job satisfaction by:  Working condition  
Input: 1-10 

37.  The management is promoting job satisfaction by: Work organization  
Input: 1-10 

38.  Are the management and leadership involved for improvement to safety and risk reduction?  
Input: 1-10 

39.  How are employees recognized by the management?   Verbal praise  
Input: 1-10 

40.  How are employees recognized by the management?   Salary increment  
Input: 1 to 10 

41.  How are employees recognized by the management?   Company benefits 
 Input: 1-10 

42.  Rate the following factor which influences organization’s ability to attract potential employees.   
Information about the job 
Input: 1-10 

43.  Rate the following factor which influences organization’s ability to attract potential employees. 
Characteristic of the organization 
 Input: 1-10 

44.  Rate the following factor which influences organization’s ability to attract potential employees. 
Subjective assessment about job and the organization  
Input: 1-10 

45.  The management is changing employee perception of alternative employment opportunities by:  
Improving recruitment practices  
Input: 1-10 

46.  The management is changing employee perception of alternative employment opportunities by:  
More effective communication and selective re-engagement of returners  
Input: 1-10 

47.  Is the organization promoting any special programs?  
Input: 1-10 

48.  Is the organization responding accordingly to the sudden changes in the W/F demand? 
 Input: 1-10 
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49.  How is the relationship of the employees with the supervisor and coworkers? 
Relationship Input: 1-10 

50.  The management is reducing the ease of movement to other jobs by:  
Financial participation Input: 1-10 

51.  The management is reducing the ease of movement to other jobs by: Family-friendly employment 
policies; 
 Work-life balance schemes Input: 1-10 

52.  The management is reducing the ease of movement to other jobs by:  
Training infirm-specific skills Input: 1-10 

 
10.2 Parameter Identification 
 
Each of these questions has been carefully designed to describe the following 17 parameters as 
listed in Table 5. Answers to these questions should be searched in historical database of the 
organization to collect time-series data. Cross-sectional data can be collected by giving these 
questions to researchers, who keep an eye on current trends of similar types of other 
organizations. These easy-to-answer questions should be responded in three folds. First, what is 
the importance of a particular question for the organization (on the scale of 1-10); second, what 
is the actual answer of the question on same scale (1-10); and third, what was the total workforce 
size and mix corresponding to a one set of parameters (questions). 
 

Table 5: Parameter List 
 
1. Age 10. W/F Data 3: Completion rate of vocational 

Training 
2. Gender Ratio 11. Population Growth 

3. Geography 12. Migration 

4. Educational Level 13. Size of industries in regional areas 

5. Size of Business 14. Unemployment Rate 

6. Remuneration 15. Economic Growth 

7. Turnover rate 16. Attraction/Retention Parameter 

8. W/F Data 1: Persons entering the industry 17. Emotional Demand of Work 

9. W/F Data 2: Persons taking relevant training  

 
10.3 Fuzzy Logic Controller 
 
Application of fuzzy set theory to represent non-statistical uncertainty and approximate 
reasoning in real life situations can be found in literature (Gen et al., 1996; Mierswa, 2005). The 
fuzzy logic controller (FLC) is a conceptual input-output machine, capable of making certain 
decisions based on the input linguistic variables fed to it. In this research, the FLC is structured 
as Multiple-Input-Single-Output (MISO) for making relevant decisions based upon the two input 
linguistic variables and the rule-base associated with them. 
 



 77 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

After formulation of the rule base, the next step is to determine the membership functions of the 
input and output parameters. In general, each membership function is defined by a start and an 
end point and can take either linear or non linear form, in which Triangular, Gaussian and 
Sigmoid functions are the most prevalent (Ross, 1997). In this research, the inputs are fuzzified 
(Ross, 1997) using the Gaussian membership functions distributed symmetrically across the 
universe of discourse. Three fuzzy sets are used in each case with an overlapping of about 25% - 
50%. If-Then rules (Figure 12), which are derived from the rule base, are used to compute the 
fuzzified output that is ready for defuzzification. In this research, we have used the weighted 
average mean methodology for defuzzification. 
 

 
 

Figure 12: The Fuzzy Logic Controller 
 
A fuzzy logic controller (as shown in Figure 12) is utilized to amalgamate the information from 
the importance value and the actual answers to get partial quantified parameter value. If two or 
more questions contribute towards one parameter then the average value of all the partial 
quantified values are utilized to determine the quantified parameter value. 
 
One complete set of information consists of quantified values of the 17 parameters and the 
corresponding workforce size and mix for one year (or one month). Several similar sets of such 
information are collected in the form of time series data and cross-sectional data so that some 
meaningful information can be derived from it.  
 
After we have this complete quantified dataset, the data collection and parameter identification 
phase is over and we move to the forecasting phase of data mining algorithm. 
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11.0 SOFT COMPUTING AND ARTIFICIAL INTELLIGENCE 
 
Over past decades there has been a dramatic increase in the interest and use of various soft 
computing techniques for scientific and engineering techniques pertaining to artificial 
intelligence. In general, a system is defined as an artificially intelligent system (or intelligent 
system in short) (Sanchez et al., 1997), if it covers approaches to: 
 

• Design, 
• Optimization, 
• Control and coordination of various sub-systems working in synergy without requiring 

any specific mathematical model. 
 
The concept of intelligent systems is driven by the evolutionary environmental phenomena 
around us. It works in a way similar to how different living organisms survive in the 
environment. In essence, such systems derive concepts from evolution of human beings, 
simulation of neural network within the human brain, food foraging behavior of insects, immune 
system within the human beings and DNA patterns etc. Besides, simulation of the actual 
cooling/annealing process and other physical laws in nature also help us in solving complex 
problems and are, therefore, grouped in the artificially intelligent techniques.  
 
A number of research contributions can be found in literature addressing various disciplines of 
these artificially intelligent soft computing techniques (Anderson and Ferris, 1989; Quagliarella, 
1998; Dorigo, 2004; 2006; 2008; Dorigo and Stützle, 2004). However, most of them focus only 
on certain areas of soft computing techniques and applications. In this research, an effective 
intelligent decision support system is constructed by combining several soft computing 
techniques such that they work in synergy to predict the future workforce for an organization. 
 
This research is dedicated to providing the highlights in current research in the theory and 
applications of artificial intelligence techniques in prediction and forecasting scenario. This 
section begins with the introduction of various artificial intelligence techniques including 
artificial neural network, decision trees, fuzzy logic and several evolutionary computing 
techniques. 
 
11.1 Artificial Neural Networks 
 
In recent years, a great deal of attention has been focused on the idea of predicting and analyzing 
the hidden pattern within large datasets by utilizing Artificial Neural Networks (ANNs). ANNs 
can be realized as circuits of highly interconnected units with modifiable interconnection weights 
which mimic the learning capabilities of the human brain. In general they represent an input 
output machine, with a connection of simple processing elements capable of processing 
information and recognizing the hidden pattern within the data. 
 
11.1.1 Working of Neurons within a Human Brain 
In general, neural network technique is adapted to build an intelligent program (to implement 
intelligence) using models that simulate the working network of the neurons in the human brain 
(Hopfield, 1982; Hopfield and Tank, 1985). A generic diagram of a neuron in a real neural 



 79 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

network is shown in Figure 13. There are several parts of neuron that need description. Several 
protrusions coming out of neuron are called dendrites and a long central branch is known as the 
axon. A neuron is joined to other neurons through the dendrites. The dendrites of different 
neurons meet to form synapses, the areas where messages pass. The communication within the 
neurons is setup by receiving the impulses via the synapses.  
 

 
 

Figure 13: Structure of Neuron 
 
The working of the neural network is governed by the impulses transferred. It operates by simple 
if then rules within the decision making. To be specific, if the total of the impulses received 
exceeds a certain threshold value, the neuron sends an impulse down the axon. This axon is 
connected to other neurons through more synapses and thus the message is passed on. The 
synapses work twofold and may have two different natures: excitatory or inhibitory. An 
excitatory synapse acts as an additive synapse in a sense that it adds to the total of the impulses 
reaching the neuron. Similarly, an inhibitory synapse reduces the total of the impulses reaching 
the neuron. In a global sense, a neuron receives a set of input pulses and sends out another pulse 
that is a function of the input pulses.  
 
11.1.2 Simulating Neural Networks for Computation and Learning 
The working behavior of neurons in the human brain can be utilized in performing complex 
computation jobs with the help of developing processing power of the computers. As discussed 
earlier, the basic building block of any neural network (either human brain or ANN) is a neuron.  
According to Russell and Norvig (1995) a neuron is defined as a cell in the brain whose principal 
function is the collection, processing, and dissemination of electrical signals. It has been proven 
that the neurons are responsible for the human capacity to learn. Therefore, the physical structure 
of a neuron is being emulated by an artificial neural network to accomplish machine learning or 
data mining in broader perspectives. 
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In ANNs, similar to biological neurons, artificial neurons are connected to several other neurons 
forming massive interconnections within them. These artificial neurons are capable of accepting 
information from other artificial neurons and also transmitting information to other neurons. The 
neurons within human brain work by transmitting electrical signals, whereas, artificial neurons 
receive a number from other neurons, and process these numbers accordingly.  
 
Each artificial neuron has fundamentally the same structure and they look alike. Neurons can 
perform simple calculations based on the inputs they receive and the inbuilt functions associated 
with them. However a unique and most powerful feature about these artificial neurons is that 
they can solve computationally complex problems by their ability to perform calculations 
collectively. Thus, by combining groups of neurons, one can perform extremely complex 
operations, even while each neuron acts independently of others. It is for this reason that neural 
networks have often been described as “parallel distributed process” (PDP) networks. 
 
A characteristic feature of these networks is that these networks are trained to solve problems by 
modifying how they receive information from other neurons that rather than being set up to solve 
a specific problem. Thus they act as a “black box” kind of function between input and outputs, 
where a black box represents a complex interrelated structure of neurons. The user need not 
know the structure of the trained neural network and can still operate the network easily. 
However, at the same time, one of the major drawbacks of such a network is their same black 
box quality: after a network is trained, it may be extremely difficult to interpret its state to learn 
which inputs and qualities are important to the solution received or to make a 
mathematical/statistical model out of it.  
 
These neurons are connected to each other in a mesh like fashion forming multiple 
interconnections within the neural network. A network consists of several layers which are made 
up of neurodes or cells. To be specific, there are three distinct layers in the neural network: input 
layer, hidden layer(s) and output layer. Input neurons are ones that are fed data from an external 
source, such as a file, rather than other neurons. Hidden neurons accept their information from 
other neurons' outputs and pass it on to the next neuron. Output neurons are like hidden neurons, 
but rather than passing the processed information to a new set of neurons, they save the 
information and allow it to be read and interpreted by an external actor. The interconnections 
existing within the layers represent the information exchange within the layers and cells. 
 
A network must include a learning model to equip it with the pattern recognition capabilities. In 
general, a neural network learns by evaluating changes in input. The general structure of NN 
representing the input layer, hidden layers and output layer is provided in Figure 14. 
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Figure 14: Neural Network Structure (Tripathi et al., 2010) 

 
In this figure, there are 8 input neurodes within the input layer for 8 inputs in the neural network. 
There are 2 hidden layers and with 10 cells in each layer and again one in output layer.  
 
We assume that we have T input patterns Xt available with us and corresponding T output 
patterns Yt which are used to train the network. Thus, we have following relationship: 

1 t T£ £  (1) 
The total error value is calculated by using a quadratic error function defined as below: 

( )( )2

1

T

t t
t

E Y F X
=

= -å
 (2) 

where, F is the current function implemented by the network. This function F depends upon the 
current weights of the network. These weights are initialized either randomly or by certain 
criteria. During the training phase, a learning algorithm is utilized whose main objective is to 
reduce the quadratic error value (E). 
 
Figure 15 illustrates an analog of a neuron as a threshold element. The variables x1, x2,. . . , xi ,. . . 
, xn are the n inputs to the threshold element. These inputs are analogous to impulses that arrive 
from several different neurons to this neuron. The variables w1, w2,. . . , wi ,. . . , wn are the 
weights associated with the impulses/inputs. These weights signify the relative importance that is 
associated with the path from which the input is coming. As discussed before, synapses can be 
excitatory and inhibitory. When wi is positive, input xi acts as an excitatory signal for the 
element. When wi is negative, input xi acts as an inhibitory signal for the element. 
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Figure 15: A Threshold Element as an Analog to the Neuron 
 
The threshold element computes the weighted sum of these inputs as i iw xå and if it surpasses 
the prescribed threshold value ‘Th’, an output using a non-linear function as shown below: 

( )i iy F w x Th= -å  (3) 
This non linear function F(.) is a modeling choice by the user. A widely used function is sigmoid 
function as shown below: 

( ) 1
1 zF z

e-=
+  (4) 

Other popular choices for F(.) are step function, ramp function on the unit interval. 
 
11.2 Genetic Algorithm 
 
Genetic Algorithm (GA) is a powerful optimization tool that imitates the natural process of 
evolution and Darwin’s principle of ‘Survival of the Fittest’ (Goldberg et al., 1989). Some of the 
typical applications of GAs includes: Traveling salesman problem (Grefenstette et al., 1985); 
Scheduling problem (Davis, 1985; Cleveland and Smith, 1989); VLSI Circuit layout design 
problem (Fourman, 1985); Computer aided gas pipeline operation problem (Goldberg, 1987a, 
1987b); Communication network control problem (Cox et al., 1991); Real time control problem 
in manufacturing systems (Lee et al., 1997) etc. The efficient implementation of GA over a 
problem requires following:  
 

• A genetic representation of solution which can be expressed as a string (chromosome);  
• A way to generate an initial population of solutions. 
• An evaluation function to compute fitness value corresponding to each string in the 

population.  
• Genetic operators which can alter the genetic composition of the children solutions. 

There are three main operators in a genetic algorithm: selection, crossover and mutation.  
• Adequate (tuned) values for various parameters of genetic algorithm. 
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Once the solution is encoded as a string and a measure of fitness evaluation is chosen, the GA 
proceeds as shown in the pseudo code (Figure 16). 
 

Genetic Algorithm 
{ 
 Initialization of population of chromosomes 
 Evaluation of chromosomes 
 While termination criteria is not satisfied 
 { 
  Selection of parent chromosomes to form mating pool 
  Crossover operation to form offsprings 
  Mutation in offsprings 
  Evaluation of offsprings generated 
 } 
} 

 
Figure 16: Pseudo Code of Genetic Algorithm 

 
A few important terminologies utilized in GA are discussed as below.  
 
11.2.1 String (Chromosome) Representation 
The first step in the implementation of a search technique to any problem is the representation of 
search space in terms of algorithmic parameters. The string encoding can be: 
 

• Binary 
• Real Number 
• Integer or literal permutation encoding 
• General data structure encoding. 

 
According to the structure of the problem and requirements, the encoding structure can also be 
classified into following two types: 
 

• One dimensional encoding: This is the most common form of encoding and is also known 
as the linear array encoding. 

• Multi dimensional encoding: In more complex real world problems, the encoding is done 
in form of matrix or even more dimensions. 

 
11.2.2 Selection 
The basic idea behind the genetic algorithm is natural selection and survival of the fittest. With a 
directed search, the search will end prematurely whereas for a more randomized search, it will 
take too much time for the evolutionary algorithm to search. The common types of selection 
procedures (Deb, 2004) are: 
 

• Roulette wheel selection: This is the best known selection procedure where the 
underlying idea is to assign the selection probability or the survival probability for each 
chromosome proportional to the fitness value. 
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• ( )m l+ -selection: As opposed to the roulette wheel selection, this selection procedure 
selects a deterministic procedure that selects the best chromosome from the current and 
children generations. 

• Tournament selection: First of all a tournament size is selected and then individuals are 
randomly assigned to the tournament from the current and the children generation. 
Thereafter, the best individual from these is said to win the tournament and is retained. 

• Ranking: In this selection, both- the current and the children - generations are sorted in 
the decreasing order of their fitness value. Thereafter, the top population size individuals 
are selected and passed on to the next generation. 

• Elitist strategy: In this strategy, the best individual never dies and is always retained. It 
can be mixed with all four selection procedures listed above. 

 
11.2.3 Crossover 
In crossover, two parent strings combine to create new, hopefully better, offspring. A number of 
crossover methods have been designed (Goldberg 1989; Spears 1997) to achieve the fusion of 
genetic materials like, k-point crossover, uniform crossover, uniform order based crossover, 
order based crossover, partially matched crossover (PMX), cycle crossover (CX), precedence 
preservative crossover (PPX) etc. In PPX, a mask is first created that consists of random 1s and 
2s corresponding to parent part from which the information has to be taken. For example, if the 
mask for child 1 reads 22221211, then the first four genes of second parent would make up the 
first four genes of child 1; the fifth gene of child 1 will comprise that first gene of parent one 
which is not present in child 1. The process is depicted in Figure 17. 
 

 
 

Figure 17: PPX Example 
 
11.2.4 Mutation 
Mutation is mainly used to impart exploitation in genetic algorithms and thereby prevent them 
from premature convergence. It involves random changes in genes comprising the chromosome. 
Swapping mutation has been utilized for the problem at hand which randomly selects two bits 
and then swaps them. 
 
In general, a genetic algorithm always maintains a fixed population of individuals in each 
generation. Each individual within this population represent a potential (feasible) solution (either 
good or bad) to the problem at hand. Thereafter each individual is evaluated for its fitness using 



 85 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

the fitness function. The fitness function is designed in such a way that for maximization and 
minimization problems, the maximum fitness function values are preferred. This is called the 
Darwin’s ‘survival of the fittest’ theory. Thereafter, by using reproduction, new children 
(individuals) are produced and only the ones with higher fitness values are allowed to live by 
some selection process. The process is iterated for several generations (several hundred or 
thousand generations) before it is stopped. The stopping criteria can be set as maximum number 
of iterations/functional evaluations. Most of the time, the stopping criterion is based upon the 
user satisfaction level and experience. 
 
11.3 Algorithm of Self Guided Ants 
 
Considering the computational complexity involved in various problem types, this research 
utilizes a new meta-heuristic termed as Algorithm of Self Guided Ants (ASGA) which utilizes a 
speed versus accuracy tradeoff in collective decision making demonstrated by Temnothorax 
Albipennis ants (Franks and Richerdson, 2006). Here we mathematically model and simulate the 
house hunting behavior of these ants and map it with the selection of the edges joining two nodes 
by utilizing a new state transition rule. An interesting phenomenon occurring in colonies of such 
ants corresponds to their quick decision making in harsh environmental conditions than benign 
ones (Dorigo and Gambardella, 1997). However, it was observed that the quick decision making 
generally leads the ants to an erroneous choice (i.e., making choice of comparatively weaker 
nest). Recent researches over T. Albipennis ant have empirically established that this error in 
decision making is primarily due to the judgment error and not due to the omission error as ants 
have discovered almost all alternative nests before making a choice for initiating an emigration 
(Franks et al., 2003). Thus, this error in accuracy is mostly due to the strict time constraints 
imposed during the need for urgent decision making in harsh environmental conditions. By 
incorporating similar idea in foraging behavior of ants, convergence trends of the ASGA can be 
controlled making an opposite tradeoff in solution quality. 
 
The choice of an appropriate nest is a highly structured process involving following stages; 
exploration, decision making and migration. These stages are characterized by multifaceted 
options, high stakes and involvement of numerous individuals (Franks et al. 2003). The crisis 
management and rapid achievement of consensus over optimal location of nest from amongst a 
large set of probabilities are simultaneously taken care of by these ants. For this purpose, the ants 
utilize the concept of quorum threshold (detailed in Section 11.3.2) while choosing whether to 
give emphasis to speed or to move for accuracy. 
 
Moreover, to simulate the ant colonies more realistically, this research presents an idea of self 
guided ants and utilizes an innovative and effective strategy for selecting the next node in the 
ant’s tour. The underlying idea behind this selection strategy resides on the fact that while 
making a transition to the next node, the ants take into account only the pheromone 
concentration. Therefore, in ASGA, the consideration for distance between the two nodes is 
omitted from the criteria of the probabilistic selection of the nodes. However, this heuristic 
information has been implicitly merged with pheromone concentration by utilizing some 
appropriate dynamic pheromone evaporation rule during the tour construction. Based upon this, 
the ASGA is first discussed in terms of a traveling salesman problem (TSP) and thereafter its 
application on the FDSS problem is detailed. Mathematically, structure the ASGA is as follows, 
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11.3.1 The Initialization Criteria 
This research assumes the path between any two nodes as an arc with an integrated collection of 
infinite discrete points. Simulating the actual environment of ant movement, the initial 
pheromone count at each arc is assumed to be equal. Therefore, the pheromone concentration on 
the path between the two nodes is calculated by computing the ratio of the net pheromone 
content on the arcs and the length of that arc. If ( ),l r s denotes the length of the path between the 
nodes r and s then the initial pheromone concentration ( )0 ,τ r s between the same two paths is 
modeled by the following equation, 

( ) ( )
0

0 ,
,

Q
τ r s

l r s
=

 (5) 
In Equation 5, Q0 is a fixed pheromone content assumed to be distributed uniformly over each 
arc. Computationally, it is a model dependent parameter. For initialization, ants are randomly 
positioned on the feasible nodes. In order to simulate real ant’s motion in forward direction only, 
a data structure called tabu-list is associated with each ant for maintaining the feasibility 
constraint. 
 
11.3.2 The Self Guided State Transition Rule 
In the proposed ASGA, the artificial ants utilize a concept similar to quorum threshold (Franks et 
al., 2003) as shown by the T. Albipennis ants. For this purpose, a quorum index is defined whose 
values determine whether to use probabilistic model to select the next nodes in the path or to 
simply follow the pheromone trail intensity. If there is an urgent need for speedy convergence 
(harsh environment), the quorum threshold is low, otherwise it is high (benign environment). 
Therefore, before making a move, the ant decides its behavior for running – tandem running or 
social carrying.  
 
The scout first assesses the quorum size (or the quorum index), which is compared with the 
context sensitive threshold quorum ‘B’. If the threshold is low, tandem running is preferred, 
whereas social running is used in the other case. The probabilistic model simulates the tandem 
running where as the mechanism to follow pheromone trail intensity is used for social carrying. 
The quorum index for an ant positioned at node r is defined as, 

rv
rv

N
b

N
=

 (6) 
where, Nrv is the number of ants that have passed through the nodes (r, v) in the last iteration; N 
is the total number of ants in the colony. The quorum index is calculated for each path 
connecting the current node r and the feasible node v. 
 
Mathematically, the state transition rule for the path between the nodes r and s is dynamically 
chosen by the ant according to, 

( ) ( )maxTandem Running rule if b r,v B
State transition rule r,s

Social Carrying rule otherwise
 >= 
  (7) 

where, ( )maxb r,v is the maximum quorum index for the ant at node r. Whenever an ant arrives at 
any node r, the decision regarding choosing the next node is based upon the maximum quorum 
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index and the value of quorum threshold B. If the value of maximum quorum index is larger than 
the quorum threshold, tandem running is invoked, otherwise social running is used. These two 
state transition rules are defined below.  
 
Tandem Running rule:  
In any iteration y, let T be the set of cities which satisfy the criteria for quorum threshold (
( )b r,v B> ). This rule is followed if n(T)>0 (n(T) represents the cardinality of set T), i.e., at least 

one ( )maxb b= exists such that ( )maxb r,v B> . In such case the transition probability is given as, 

( )
( )
( )

y

yy t T

b r,s
t T

b r,tp r,v

0 otherwise
∈


∈= 




∑

 (8) 
In tandem running rule, the speed accuracy tradeoff is maintained where the transition 
probabilities governing the movement of ants derives information only from the quorum index 
and the quorum threshold value. Such a modification maintains fast convergence of the 
algorithm in addition to keeping the explorative structure in cases of local convergence.  
 
Social Carrying rule:  
This rule is followed if ( )n T 0= , i.e., if no b exists for which the criteria for quorum threshold   
( ( )b r,v B> ) is satisfied. In this case, the transition probability is mathematically modeled as, 

( )

( )
( )

( )

( )
y
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yy u J r

r ,v
if v J r

r,up r,v

0 otherwise

τ

τ
∈


∈= 




∑

 (9) 
Thus, in any iteration y, an ant positioned on node r chooses to move to a feasible node v (i.e., a 
node lying in the list of feasible nodes ( )yJ r ), according to eq. (9). 
 
11.3.3 The Pheromone Update Rules 
Two pheromone update rules are utilized to update the pheromone concentration lying between 
the paths of the nodes. 
 
Dynamic Pheromone Evaporation and Update rule:  
Immediately, after the choice of the next node has been made by an ant, the content of its tabu-
list is updated and a local pheromone update rule is applied. First the pheromone level of all the 
paths is allowed to evaporate equally. 
 

( ) ( ) ( )new old
li, j 1 i, jτ ρ τ= − ⋅  (10) 

where, lρ is the local pheromone evaporation parameter. Now, additional pheromone is given to 
the paths over which each ant has passed by. The study of real ant phenomenon states that the 
ants reside for lesser time on the shorter paths than on the longer paths. Thus, evaporation on the 
shorter paths occurs for a lesser time which indirectly leads to higher pheromone concentration 
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over these paths than on the longer ones. To simulate this phenomenon, cumulative pheromone 
added to each path is governed by the following equation, 

( ) ( ) ( )
new old l

l
Qr,s r ,s l r ,sτ τ ρ  

= + ⋅ 
   (11) 

where, Ql is the model dependent positive quantity. This dynamic pheromone evaporation and 
update rule implicitly merges the greedy heuristic information with the pheromone information 
by logically relating it with the actual evaporation phenomenon that occurs in movement of real 
ants. 
 
Global Pheromone Update rule: 
Moreover, a global update rule is followed at the tour completion by all the ants to reward the ant 
which corresponds to the best tour till the current iteration. The purpose of this rule is to search 
in the vicinity of the best tour found so far.  
 

( ) ( ) ( )new oldi, j i, j i, jτ τ ρ∆τ= +  (12) 

( ) ( )
N

k

k 1
i, j i, j∆τ ∆τ

=
= ∑

 (13) 

( ) ( ) ( ) th
k

k

1Q if i, j k ant' s tour
i, j L l i, j

0 otherwise

∆τ

  
⋅ ∈   = ⋅  


  (14) 

Parameter Q is the positive model dependent constant and Lk is the tour length by the best ant. 
After global pheromone update, all the ants are reinitialized and their tabu-lists are emptied. 
Algorithm is iterated in this fashion till certain terminating criterion (maximum number of 
iterations or functional evaluations) is met. 
 
11.4 Self Guided Ant-based Genetically-Optimized-Neural-Network (SGA GONN) 

Algorithm for DFSS 
 
As discussed earlier, developing a generic analytical/mathematical model for workforce planning 
using an objective function and a set of constraints is not feasible and leads to a model 
inconsistent with several other organizations. Therefore, an artificial intelligence based decision 
support system has been proposed in this research. In general, artificial neural networks have 
been proved to be universal approximators and a three-layer feedforward neural network can 
approximate any nonlinear continuous function to an arbitrary accuracy (Brown and Harris, 
1994). Owing to its structure, a neural network utilizes several learning algorithms, e.g., GA 
(Tripathi et al., 2008) and backpropagation (Pham and Karaboga, 2000) for enhancing its 
prediction capabilities. This research utilizes GA as learning algorithm and enhances the learning 
capability of the network by incorporating the concept of self guided ants in the learning 
procedure.  The structure and learning steps of the proposed SGA GONN are as follows: 
 

1) First, a network structure is defined with a fixed number of inputs, hidden nodes and 
outputs. The network is initialized randomly with weights wi for each connection i in the 
network. 
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2) Second, GA is chosen to realize the learning process such that each connection in the 
network has its own mutation rate. However, a fixed structure may not provide the optimal 
performance within a given training period as the network may have some of its 
connections redundant and some other connections highly significant (Yao, 1999). 

3) To obtain the connections which significantly contribute to the network performance, 
artificial agents called self guided ants are stationed on the input nodes and initial 
pheromone level 0it t= is maintained on the paths connecting the two nodes. It should be 
noted that net weight for any connection is determined by the expression i iwt ´ and not wi. 

4) After each generation of GA, the self guided ants traverse through the network (according 
to the state transition rule as shown in eq. 7) and evaluate the change in the weight of each 
connection ( )i iwtD ´  and its corresponding effect on the network performance. If change 
contributes towards increasing network performance then the mutation rate for that 
connection is increased. 

( )

( )
( )

( )

( )

y

r ,vy if v J ryr,uyp r,vy u J r

0 otherwise

τ

τ


∈

=  ∈


∑  (15) 

where, ( )p r,vy is the transition probability of an ant stationed on node r to move to node v 
and ( )J ry is the tabu-list maintained to ensure that ants do not travel a node twice within a 
tour. 

5) Pheromone update rules similar to are utilized to evaporate/update the pheromone 
concentrations on the connections between the nodes.  

( )new old
i i1τ ρ τ= − ⋅  (16) 

( )new old l
i i i i

Q
w

e
τ τ ρ ∆ τ 

= + ⋅ × × 
   (17) 

where, ρ is the pheromone evaporation parameter, Ql is the dynamic model dependent 
parameter and e is the error value from the network. Therefore, the connections which do 
not contribute significantly towards the network performance die slowly over the period of 
time due to reduced pheromone concentrations. Figure 18 shows structure of SGA GONN 
with 2 inputs and two outputs. 

 

 
 

Figure 18: SGA GONN with Weights ti’ and wi 
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11.5 Clonal C-Fuzzy Decision Tree (C2FDT) 
 
The architecture of the decision trees involves a comprehensive list of various training and 
pruning schemes, a diversity of discretization algorithms, and a series of learning refinements 
(Dobra and Gehrke, 2002; Weber, 1992; Yildiz and Alpaydin, 2001). Beside the good 
capabilities of classification and discrete prediction, decision trees are allied with the following 
shortcomings and limitations. First, deficiency refers to its capability of operating on only 
discrete attributes having a finite number of values (Pedrycz and Sosnowski, 2000). Second, in 
the design process, the most discriminative attribute is selected at a time and the tree is expended 
by adding the node whose attribute’s values are located at the branches emerging from this node 
(Pedrycz and Sosnowski, 2005). Moreover, in expansion phase, consideration of one attribute at 
a time also gives rise to problem of fragmentation, repetition and replication resulting in complex 
and large decision tree. Third, generally decision trees are suitable only for discrete class 
problems, while continuous prediction problems are handled by regression trees (Han and 
Kamber, 2001). Discretization plays a very important role in handling of continuous attributes 
and it directly impacts performance of the tree. In this sense, the way in which tree has been 
grown and the sequence of attributes selected are inherently affected by the discretization 
mechanism. Clearly, these two design steps cannot be disjointed.  
 
In order to overcome these deficiencies, researchers like Eggermont (2002), Mendes et al., 
(2001) have developed fuzzy decision trees with genetic programming, clustering, and fuzzy 
classification rules. Pedrycz and Sosnowski (2005) have developed cluster based fuzzy decision 
trees (C-fuzzy decision trees). In the development of cluster based fuzzy decision trees Fuzzy C-
Mean Clustering (FCM) were treated as its generic building blocks. FCM is an iterative 
optimization process for information granulation, where partition matrix and a prototype are 
regularly updated until some termination criterion has been met. This algorithm has been 
exhaustively elaborated by Bezdek (1981) and Pedrycz and Sosnowski (2000). The FCM uses 
calculus based optimization methods; therefore it may be trapped in local extrema during 
optimizing the clustering criterion. It is also very sensitive towards the initialization. Due to these 
deficiencies of calculus based optimization researchers like Tseng and Yang (2001) and Maulik 
and Bandyopadhyay (2003) have made use of evolutionary algorithm to optimize these 
prototypes. For optimizing the same prototype Shukla and Tiwari (2009) used genetic algorithm.  
 
One of the aims of this research is to develop a class of new decision trees “Clonal C-Fuzzy 
Decision Trees (C2FDT)” which are able to ameliorate the deficiencies allied with existing 
architectures. Similar to as Shukla and Tiwari (2009), in this research, information granule have 
been considered as one of the fundamental building blocks of the C2FDT. The real difference 
between C-fuzzy decision trees and C2FDT lies in encompassing the clustering methodology. In 
contrast to C-fuzzy decision trees where only FCM acts as generic building block, this research 
uses clonally optimized fuzzy clustering for the construction of the tree. The proposed 
architecture attempts to achieve both the avoidance of local extrema and minimal sensitivity to 
initialization. FCM algorithm and clonal algorithm is discussed in next subsections.  
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11.5.1 Fuzzy C-Means (FCM) Clustering 
FCM is an information granulation technique, and in the past it is comprehensively described by 
Pedrycz and Sosnowski (2000) and Bezdek (1981). However, for the sake of convenience, we 
are presenting here a brief idea of this well known algorithm. 
 
The FCM algorithm is an example of an object oriented fuzzy clustering where clusters are built 
through the minimization of some objective function ( )f U ,V . Let { }N1 2X x ,x ...,x=  be the set 
of categorical objects, where N  is the number of data points and let each set of data is consist of 
S  attributes { }i1 i2 iSA A , A ,..., A= . Let, { }c1 2V v ,v ,...v= is a set of corresponding clusters center 
in the data set X , where c is the number of clusters. 
 

( ) ( )2c N

i 1 k 1
U ,V iik kf x vµ

= =
= −∑ ∑  (18) 

( )f U ,V  is a squared error clustering criterion, and solutions of equation (18) are least squared 
error stationary points of ( )f U ,V . ikµ is the membership grade of data xi to the kth cluster. 

Where, ( ) ,i 1,2,...,c, k 1,2,...,cikU µ = == is a fuzzy partition matrix, i kx v−  represents the 

Euclidean distance between ix and kv . Meanwhile, ikµ has to satisfy the following conditions: 
i 1,...n, 1,....cjik [0,1],µ ∀ = ∀ =∈  (19) 

c

j 1
i 1,...N and k 1,2,...,cik 1,µ

=
∀ = ==∑

 (20) 
Prototype of the cluster is treated as a typical vector or representative of data forming it. These 
data come as ordered pairs ( ) ( ){ }k kx , y . 
 
In brief, the traditional FCM is an iterative optimization process in which the partition matrix and 
prototypes are iteratively updated. Generally, U andV are governed by following expression 
Bezdek (1981): 
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Parameter m is the fuzzification index and is used to control the fuzziness of membership of each 
datum in the range [ ]m 1,∈ ∞ . m 2= is chosen for all the experimental purposes. Although there is 
no theoretical basis for the optimal selection of m , but in the literature same is used by the 
researchers. The iterative process starts from a randomly initiated partition matrix and involves 
the calculation of the partition matrix and prototypes. 
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11.5.2 Clonal Algorithm 
In last few decades the researchers, involved in designing and optimization of engineering 
systems, have paid considerable attention to the evolutionary processes like Artificial Immune 
System (AIS), Genetic Algorithms (GA), DNA Computing, Ant-Colony Optimization (ACO). 
AIS provides a way to deal with the complex computational problems like pattern recognition, 
elimination, machine learning and optimization. Clonal Algorithm is devised by principals of 
artificial immune system (De Castro and Timmis, 2002). Therefore, it is essential to first discuss 
the preliminaries of the immune system. 
 
The vertebrate immune system is a complex system having large number of functional 
components. The main task of the immune system is to survey the organism in search of 
malfunctioning cells from their own body and foreign substances that are recognized by system 
called antigens. The constituents of the immune system that recognize antigens are called 
antibodies. There are two major categories of immune cells: B cells and T cells. B cell 
recognizes antigens free in solution (in blood stream) on the other hand T cells require antigens 
to be presented by accessory cells. After generation of T-cells they migrate in to thymus where 
they mature. During maturation, all T-cells that recognize self-antigen are excluded from 
population of T-cells this process is termed as negative selection (Nossal, 1994). If a B-cell 
interacts with a non-self antigen with affinity threshold; it proliferates and differentiates in the 
memory and effecter cells, this process is termed as clonal selection (Ada and Nossal, 1987). In 
contrast, if a B-cell recognizes a self-antigen, it might results in suppression as recommended by 
the immune network theory (Jerne, 1974). 
 
When a non-self antigen is recognized by a B-cell receptor with threshold affinity, it is selected 
to proliferate and produce high volume of antibodies as shown in Figure 19. During reproduction 
the B-cell progenies (clones) with strong selective pressure participates in hypermutation 
process. The whole process of mutation and selection is known as maturation of the immune 
response. Depending upon affinity, a selection is made from matured pool of antibodies. This 
results a high quality solution that exhibit prudence. From an engineering point of view this is 
the most alluring characteristic of the immune system because the candidate solutions with 
higher affinity must somehow be preserved as high quality candidate solutions and will only be 
replaced by matured clones. In a T cell dependent immune response, the repertoire of antigen-
activated B cells is diversified by two mechanisms: hypermutation and receptor editing as shown 
in Figure 20. 
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Figure 19: Schematic Representation of Proliferation and Maturation (Shukla et al., 2009) 
 

 
 

Figure 20: Antigen-binding Sites (Shukla et al., 2009) 
 
Random changes are introduced in to the genes responsible for the Antigen-Antibody interaction, 
and occasionally one such change will lead to an increase in affinity of the antibody. The 
hypermutation operator works in a similar fashion to mutation (Shukla et al., 2009). The 
difference lies in the rate of modification, which depends upon antigenic affinity. Antibodies 
with higher affinity are hypermutated at low rate, while, antibodies with a lower affinity are 
hypermutated at high rate. This phenomenon is called receptor editing and governs the 
hypermutation that guides the hypermutation that guides the solutions toward local optimum, 
while, receptor editing helps to avoid local optima.  
 
The main immune aspects taken into account to develop the clonal algorithm are: cloning of the 
most stimulated cells proportionally to their antigenic affinity; death of non-stimulated cells; 
affinity maturation and selection of cells proportionally to their antigenic affinity; hypermutation 
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and generation and maintenance of diversity. Figure 21 clearly shows the flow of clonal 
algorithm.  
 

 
 

Figure 21: Flow Chart of Clonal Algorithm (Shukla, 2009) 
 
11.5.3 Clonal Algorithm Guided FCM Clustering 
It is worth mentioning that FCM works on a calculus based optimization method which can be 
trapped in local optima during optimization of individual clusters; moreover it is also very 
sensitive towards the initialization. In order to avoid the entrapment in local optima, and to 
reduce the sensitivity to initialization, a clonally guided FCM approach has been employed. In 
this methodology, set of clusters center acts as mandatory string and can be represented as real 
values or binary values both.  
 
The initial population of size P is constructed by random assignment of real numbers R to each of 
the S feature of the cluster’s center. These values are constrained to be in the range of the feature 
to which they are assigned. The objective is to optimize the function presented in equation (18) 
by the aid of clonal algorithm. It has already been mentioned earlier that antibodies (strings) used 
in clonal algorithm will comprise only prototype V . Therefore, objective function represented in 
(18) should be reformulated by putting values of ikµ from equation (21) to it. By performing the 
above procedure, the new objective function takes the following form. 

( ) ( )
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Now the approach will be to optimize ( )VR . Following are the steps involved in propagation of 
clonally optimized FCM clustering (Shukla et al., 2009): 

Population P
of individuals

Clone Pool of 
the population

Hypermutation
of each clone

Probabilistically select P 
best individual

Repository of 
good solution

When search gets stagnated good solutions are sent to 
the current population

Evaluate all 
antibodies
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Step 0: Set parameters related to fuzzy clustering- (X: data universe, n: number of data samples, 
c: desired number of clusters, p: number of feature dimension, m: degree of fuzziness). 
Set Parameters related to Clonal Algorithm- (max_gen: maximum number of generations, 
pop_size: population size, Nc: number of clones, HPr: hypermutation rate). 

Step 1: Initialization- A randomly generated initial population of antibodies depending upon the 
problem-environment is also required. Generate clusters’ center vkj randomly according 
to range of X. 

Step 2: Evaluation- Compute the objective function ( ( ) ( )
1 mc N

i k
k 1 i 1

1
1 mVR x v

−

= =
− = − 

 
∑ ∑ ) for 

entire population. 
Step 3: Selection- Sort all the individuals of population according to their fitness values and 

select best antibodies. Fitness value refers to computed objective function R(V) for all 
individuals.  

Step 4: Cloning- select the individuals having large antigenic affinity and make higher number of 
clones for them and less for individuals having low antigenic affinity. 

 Step 5: Hypermutation- Generate a random real number r є [01]; if (r≤HPr) then generate new 
elements in the jth column of jth individual. Probabilistically select best individuals equal 
to pop_size. 

Step 6: Termination- if (number of iteration < max_gen) then Let gen=gen+1, and go to step 2; 
else terminate the algorithm. 

 
11.5.4 Development of C2FDT 
The training data set is clustered in to pre-defined number of clusters so that similar data points 
are put together. Each cluster is treated as a node of the tree. These entities are subsequently 
refined according to a selected heterogeneity criterion, named inconsistency index until some 
termination criterion has met. These subsequent refinements of the clusters result in a tree 
structure. At any level of the tree, all remaining nodes are allowed to submit their candidature, 
and the most appropriate among them, i.e., having highest inconsistency index, is chosen for 
further refinement. This mechanism is schematically shown in Figure 22.  
 

 
 

Figure 22: Growth of Decision Tree by Expanding Nodes (Shukla and Tiwari, 2009 
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In Figure 22, first and second nodes are clustered from the initial data set. Assuming the first 
node has larger magnitude of inconsistency index, it is then considered as the appropriate 
candidate for further splitting. This splitting results two more nodes viz. 3 and 4. Thereafter, 
nodes 2, 3, and 4 have been compared to obtain the candidate having highest variability. Among 
these three nodes, node 2 has the highest inconsistency index, thus it is selected for further 
refinement. In the similar fashion remaining nodes are tested and refined. 
 
Objective of the inconsistency criterion is to quantify dispersion of data allocated to a specific 
cluster so that higher dispersion of data results in higher values of the criterion. Individual 
patterns (data points) are associated with a cluster with the different membership grades. 
However, there exist a cluster in which pattern has maximum degree of membership.  Let us 
represent the thi node of the tree iN as an ordered triple: 

i i i iN X , Y , U=  (24) 

where iX refers to all elements of the data set that belong to this node in asset of the highest 
membership value. 

( ) ( )( ) ( )( ) }{ i jk ki k x xX x | for all j i ;µ µ>= ≠  (25) 

iY is a set of output coordinates of the elements that have already been assigned to iX and can be 
expressed in following manner: 

( ) ( ){ }i iY y k | x k X .= ∈  (26) 

iU is membership grade vector of elements in iX , and is given as: 

( )( ) ( )( ) ( )( )i i i ix 1 x 2 x NU , ...,µ µ µ =    (27) 
The representative of this cluster positioned in the output space is defined as the weighted sum as 
follows: 
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The inconsistency of the data in the output space is represented as inconsistency index ( )Ω , 
taken as the spread around the representative ( iη ). We again consider partial involvement of 
elements in iX by weighting distance with the associated membership grade. 

( )( )
( ) ( )( )

( )( )
ii

i
x k ,y k X Y

2
i ix k y kΩ µ η

∈ ×
= −∑  (29) 

For further splitting, we select the node having the highest value of η , such as j maxη , and 

expend it by forming its c children with the aid of clustering algorithm proposed in this thesis. 
This process is repeated and nodes of the tree are regularly examined to expand the one with the 
highest inconsistency index. 
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Growth of the tree is governed by the clauses under which clusters can further be expanded 
(Pedrycz and Sosnowski, 2005). This thesis mainly focuses on following two prevailing 
conditions that tackle the nature of data behind each node. The first one is that, a given node can 
be split if it consists of ample data points. This number of data must be greater than number of 
clusters to be formed. Generally, this number is a multiple of c , such as 2c,3c etc (Shukla and 
Tiwari, 2009). The second stopping criterion is concerned with the structure of the pattern that 
we are willing to attain through clustering. It is evident that the smaller data results in a less 
prominent structure. This is reflected by the entries of partition matrix that tend to be equal to 
each other and equal to1 / c . If no structure is traced, this equal distribution of membership 
grades occurs across each column of the partition matrix. This lack of visible structure can be 
quantified by the following expression: 

c

i 1

c
k ik1 cχ µ

=
= − ∏  (30) 

If all members of the partition matrix are equal to1 / c , then the result is equal to zero. If we 
encounter a full membership to a certain cluster, then the resulting value is equal to 1. For 
describing the structural dependencies within the entire data set in a certain node, calculations 
are carried out over all patterns located at the node of the tree.  
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n n
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= = =

 = = − 
 

∑ ∑ ∏  (31) 

Again, with no structurability present in the data, the above expression returns a zero value. 
 
To attain a better feel as to the lack of structure and the ensuring values of equation (31), let us 
consider a case where, all entries in a certain column of the partition matrix are equal to1 / c with 
the slight deviation equal toε . In 50 percent of the cases, it is considered that these entries are 
higher than1 / c , and we put 1 / cµ ε= + ; in the remaining 50percent, we consider the decreased 
over1 / c and have 1 / cµ ε= − . Furthermore, let us treatε as a fraction of the original 
membership value, that is, makes it equal to ( )1 / cλ , where [ ]0,1 / 2λ∈ . Then, equation (31) 
becomes: 

( ) ( )c / 2 c / 2c1 c 1 / c 1 / cχ ε ε= − + − ( ) ( )
c / 2 c / 2

c 1 11 c 1 1
c c

λ λ    = − + −    
      

(32) 

 
Two above mentioned measures can be used as a stopping criterion in the growth of the tree. A 
node may be assumed obstinate once the number of pattern falls under the assumed threshold 
and/or the structurability index is too low. The first index comes in the form of precondition; if 
not satisfied, it prevents us from expanding the node. The second index is a sort of some post 
condition; to evaluate its value, we have to cluster the data first then determine its value. These 
two indexes guide the decision making that focuses on where to split the data. It does not 
guarantee that the resulting tree will be the best from the point of view of classification or 
prediction of continuous output variable. The criterion of diversity (sum of iΩ at the leaves) can 
also be used as termination criterion. Another possible termination option is to monitor their 
changes along the node of the tree once build. 
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11.5.5 Use of C2FDT in Forecasting Problems 
C2FDT can be used to forecast dependent variable ( )ŷ associated with input vector (x). In the 
calculation of ( )ŷ , we make use the membership grades computed for each clusters as follows: 

( )
c
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i 2 /( m 1)

i

j

1k
x v

x v

µ

=

−=
 − 
 − 

∑

 (33) 

where ix v− is a distance measure between x and iv . These calculations are carried out to the 

leaves of the tree, by calculating ( )i xµ  for each node of the tree and then selecting the 
corresponding path and moving down. This process is shown in Figure 23. 
 
 

 
 

Figure 23: Traversing a Decision Tree 
 
At some level, path 0i is determined where ( )j j0i arg max xµ= . This process is repeated for 

each level of the tree and predicted value of occurring at the final leaf node is equal to iη as given 
in equation (28). 
 
It becomes important to show the boundaries of the classification regions produced by the 
clusters and contrast them with the geometry of classification regions generated by decision 
trees. The following criterion is used for assignment of patterns to the clusters. Assign x to class

iω if, at the same level, ( )i xµ exceeds the value of the membership in all remaining clusters, that 
is, ( ) ( )i jx max xµ µ> . 

 
 
 
 
 
 

0i
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12.0 SOFTWARE DEVELOPMENT 
 
The methodology discussed in this research includes various artificial intelligence techniques 
integrated with a database management system to predict the future workforce for an 
organization. Therefore, for a successful implementation of the methodology, an in-depth 
knowledge of Artificial Intelligence, Human Resource Management, Database Management 
Systems, Software development and Graphical User Interface development is required. 
Moreover, there arises a need of integrated software which has a simple yet powerful frontend 
for operating all the features of the forecasting software.  
 
As one of the deliverables of the project, workforce forecasting software has been developed as a 
part of this research. The software utilizes various high level programming languages and the 
object oriented programming techniques for its successful implementation. It also makes use of 
the standard Microsoft Windows Graphical User Interface to make the job easier for the end user 
while operating the software. Following tools have been used to design the workforce forecasting 
software: MATLAB R2010a, MS Excel 2007, and Visual C#. 
 
MATLAB R2010a (Figure 24) has been utilized as the programming language to write the 
functions which can be later utilized for making the dynamically linked libraries (.DLL files). 
The three functions that have been developed within the MATLAB are as follows: 
 

 
 

Figure 24: MATLAB Standard IDE for Software Development 
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1) Function “AFRLv10Fun.m” - This is the main function which takes in 8 inputs and 

produces 8 outputs as shown in Figure 25. 
 
 

function [error_in, error_final, ret_gen, ret_n_inp, ret_n_hid, ret_n_out, 
ret_w1, ret_w2] = afrlV10Fun(max_gen_inp, crossover_rate, 
mutation_rate, population_size, nn_hidden, seed_no, err_supply, cond) 

 
 

Figure 25: MATLAB Function “AFRLv10Fun.m” Structure 
 

As shown in Figure 25, AFRLv10Fun.m takes 8 inputs as  
1. max_gen_inp: Max Generation used as the stopping criteria. 
2. crossover_rate: Initial crossover rate provided to the Genetic Algorithm 
3. mutation_rate: Initial mutation rate provided to the Genetic Algorithm 
4. population_size: Population size provided to the Genetic Algorithm 
5. nn_hidden: Number of neurons in the hidden layer  
6. seed_no: Initial Random Seed 
7. err_supply: Stopping criteria for minimum error supply 
8. cond: Tells us whether stopping criteria is 1 or 7 or both 

 
Similarly, the outputs in the AFRLv10Fun.m are listed as: 

1. error_in: Input error value required by the user as the stopping criteria 
2. error_final: Final Error value attained by the program 
3. ret_gen: Number of generations before the final error value was generated. 
4. ret_n_inp: Number of input in the input nodes. 
5. ret_n_hid: Number of neurons in the hidden layers. 
6. ret_n_out: Number of neurons in the output nodes. 
7. ret_w1: Weights within the neural network 
8. ret_w2: Weights within the neural network 

 
Besides, this function also utilizes a set of commands which facilitate the selection of the 
database file. These set of commands have been shown below in Figure 26. 

 
 

counter=0; 
while(counter==0) 
    [FileName,PathName] = uigetfile('data*.xls','Select the Data File'); 
    if(FileName==0) 
        counter=0; 
    else 
        counter=1; 
    end 
end 
file=fullfile(PathName,FileName); 
 

 
Figure 26: MATLAB Code for Selecting the Data File 
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2) Function “SimulateAll.m” – Figure 27 shows the implementation of another function 
within the AFRL software which generates the results by simulating the optimized neural 
network and thereafter, compares it with the original results within the dataset. 

 

 
 

Figure 27: Function “SimulateAll.m” Implementation 
 

3) Function “SimulateOne.m” - The third function of interest is the SimulateOne.m which is 
shown in Figure 28. It takes up one value for the future input and generates the result for 
the future. 
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Figure 28: Function “SimulateOne.m” Implementation 
 
After these functions have been coded in MATLAB, they can be utilized by the programmer to 
predict the future workforce. However, these functions do not provide any graphical user 
frontend. Keeping this in mind, a graphical user interface has also been developed to facilitate 
easy access to these functions and to maintain the database at the same time. For this purpose, 
Visual C# is utilized to make the GUI. However, before using these functions into a Visual C# 
these MATLAB functions are compiled using the MATLAB compiler as shown in Figure 29. 
Deployment tool compiles the MATLAB functions into dynamically linked libraries (DLL) 
which can be further used into the Visual C#. 
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Figure 29: Deployment Tool 
 
By using the deployment tool in MATLAB, three DLL files are generates corresponding to each 
MATLAB function. 
 
Once the DLL files are obtained, the final task is to incorporate them into the Visual C# program 
for developing the graphical user interface. Figure 30 shows the solution explorer for the 
software where we can see several references in the list. A few of these libraries need more 
description as below: 
 

• AFRLV10FunLib, SimulateAllLib, SimulateOneLib: These are the libraries 
containing the AFRLV10Fun, SimulateAll and SimulateOne as discussed before. 

• Excel: This is the library for accessing the database stored in the Excel. 
• MWArray: This library that lets Visual C# interact with the MATLAB array types. 
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Figure 30: Solution Explorer for the Software 
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Thereafter, the forms are designed in the Visual C# to present the GUI software. Each form in 
Visual C# has an embedded code running in the background. Figure 31shows the Mainform.cs 
used to build up the basic interface for the software. 
 

 
 

Figure 31: “Mainform.cs” Design Implementation 
 
The coding part of the Mainform.cs is shown in Figure 32.  
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Figure 32: Coding of “Mainform.cs” 
 
Besides, there is secondary form which helps in the easy database management. This is shown in 
Figure 33.  
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Figure 33: “Questionnaire.cs” Form Implementation 
 
The coding behind the Questionnaire.cs is shown in Figure 34.  
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Figure 34: Coding of the “Questionnaire.cs” 
 
Once the forms and the appropriate coding have been done, the final step is to publish the 
software as shown in Figure 35. Thereafter the final software is obtained in the executable format 
which is ready to be distributed.  
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Figure 35: Publish Application 
 
Please refer to the Quick Start Guide to learn how to operate the software. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 110 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

13.0 RESULTS AND DISCUSSION 
 
13.1 Overview of the Simulated Case Study 
 
A simulated case study of a hypothetical organization has been undertaken to test the efficacy of 
the proposed algorithm and its supremacy over the C2FDT. This hypothetical organization needs 
to predict its workforce information for the coming 5 years. The first step challenge for the firm 
to achieve this goal is to set up an expert team for the workforce forecasting. This workforce 
forecasting team should contain experts from various departments and is also responsible for 
setting up organization’s strategic goals. The ultimate objective of the team is to forecast size and 
mix of workforce for next coming years to accomplish these goals. In this research, mix of the 
workforce constitutes more than one category to demonstrate that the proposed methodology is 
capable of working with several categories of employees within an organization (in this case 
category 1 and category 2).  
 
The software has been coded and compiled in MATLAB and Microsoft Excel has been utilized 
for managing data. The graphical user interface (GUI) for the software has been made in Visual 
C#. For machines which do have MATLAB installed require latest version of MATLAB 
component runtime (MCR) installed to run the software.  
 
13.2 Survey Questionnaire  
 
After stetting the organization’s strategic goals, the next task is to conduct internal and external 
environmental scanning. This scanning helps in identifying the parameters that govern the size 
and mix of workforce. In this research, we have simulated the internal and external 
environmental scanning by conducting computer simulation for the survey questionnaire. Figure 
36 shows the GUI implementation of the actual survey form. 
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Figure 36: The Survey Form 

 

As stated before, the answer to each question is twofold: (1) the actual answer (2) the importance 

value of the question. Figure 36 shows the graphical frontend for collecting the information. This 

information is saved in the Excel file for later use.  

 

Thereafter, these questions are grouped into 17 parameters which were shown in Table 5. The 

relationship between parameters and the questions (Mij) is shown in a separate Table 6 as shown 

below. Mathematically,  

1

0

j
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Table 6: Relationship Matrix between Parameters and Questions 
 

 
 
13.3 The Fuzzy Logic Controller  
 
After collecting the sufficient data, next task is to amalgamate importance of questions and 
actual answers. In order to accomplish this task, decision support system switches to third phase. 
In this phase, both the responses (importance and actual answers to the questions) are 
amalgamated into one pooled performance measure with the aid of Fuzzy Logic Controller 
(FLC).  



 113 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

FLC works in following three steps: fuzzification, fuzzy rules firing, and defuzzification. 
Importance to questions and actual answers work as inputs for FLC. In first step, the two 
variables are fuzzified as shown in Figure 37. For the fuzzification of two inputs, Gaussian 
function is used and, outcome of this process is membership values of these two inputs in fuzzy 
sets (Low, Medium and High). After completing fuzzification, next task is firing of rules on 
membership values of two fuzzified inputs and their linguistic variables. In order to accomplish 
this task, we have developed a set of fuzzy rules as shown in Figure 37. In the figure it can be 
seen that fuzzy rules work in following manner: if input 1 is low and input 2 is low then output is 
small. Rule firing process will result in amalgamation of two inputs in one fuzzy output with 
associated linguistic variable. After accomplishing the rule firing process next task is to convert 
the fuzzy amalgamated output into crisp output (in range 0-1). Figure 37 shows the MATLAB 
Fuzzy Logic Toolbox customized for the problem at hand. 
 

 
 

Figure 37: Fuzzy Logic Controller Setup (MATLAB Fuzzy Logic Toolbox) 
 
Figure 38 shows the defuzzified output corresponding to the Importance and the answer values. 
Similarly, Figure 39 shows the fuzzy rule-base associated with the workforce forecasting 
problem. 
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Figure 38: Defuzzified Output Corresponding to the Answer and Importance Value 
 

 
 

Figure 39: The Fuzzy Rule Base 
 
Now, by utilizing the Fuzzy Logic Controller as shown in Figure 37, we can calculate the 
defuzzified outputs for each question. Each defuzzified output is referred to as a partial 
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quantified parameter (pqpi). Now by utilizing Table 6 we calculate the actual parameter (xj) 
value as shown in the following equation: 
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 (35) 

where, j=1,2,3…17 and i=1,2,3…52. 

 
Thereafter, two random functions are employed to generate the number of employees in the ith 
category. By adopting this approach, we are able to formulate a complex function with input 
variables and certain level of randomness inbuilt in it. 

( )
17

1
i ij j

j
y R x

=
= å  (36) 

where ( )ij jR x is the random function such that yi is generated under controlled limits. Thus for 
two employee categories, we have i=1, 2. Table 7 shows the input output dataset format and 
utilizes above equation to simulate a relationship between the variable and the workforce. 
 

Table 7: The Input Output Dataset Format 
 

Attributes Data Point 1 Data Point 2 Data Point 3 Data Point 4 Data Point 5 

X1 0.5 0.6312879 0.5 0.82564529 0.14461752 
X2 0.32652268 0.69212338 0.40474007 0.42414372 0.50029609 
X3 0.49293992 0.6102567 0.43674192 0.42121578 0.50839377 
X4 0.61991837 0.58241343 0.52858559 0.66223303 0.50006586 
X5 0.32881441 0.51035859 0.32874362 0.72421141 0.67081403 
X6 0.82194652 0.82014685 0.82194652 0.5 0.5 
X7 0.33078948 0.22078771 0.47957535 0.17435471 0.77921229 
X8 0.82194652 0.52130935 0.5 0.82564529 0.33078948 
X9 0.17805348 0.86293742 0.33078948 0.47869065 0.47957535 
X10 0.17805348 0.82564529 0.52130935 0.52130935 0.82194652 
X11 0.85538248 0.33078948 0.17805348 0.52130935 0.47957535 
X12 0.5 0.33235643 0.17805348 0.66921052 0.47957535 
X13 0.5 0.17985315 0.17435471 0.86293742 0.47869065 
X14 0.33235643 0.5 0.6312879 0.47869065 0.66921052 
X15 0.55068955 0.54795277 0.5083751 0.52105241 0.4184236 
X16 0.5 0.5971787 0.40552354 0.576368 0.5 
X17 0.60671562 0.55768268 0.42991258 0.54380889 0.49980261 
W/F 1 911 1021 781 1167 897 
W/F 2 432 496 398 531 457 
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Moreover, the organizations future information is also recorded by filling out the survey form for 
the forecasted year which serves as the corresponding input for the forecasted year. In this way, 
around 125 data points are collected for testing and validation purposes.  
 
13.4 Implementing SGA GONN on the Dataset 
 
After enough data points have been calculated, the algorithm is ready for input data. However, 
before executing the algorithm, we need to tune the algorithm. The GUI for the software helps us 
in customizing the values for the algorithm. We can setup initial crossover and mutation rates 
and population size using the graphical frontend as shown in Figure 40. Similarly, number of 
hidden layers in neural network can be modified as shown in Figure 41. 
 

 
 

Figure 40: Customizing the GA Parameters 
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Figure 41: Customizing NN Parameters 
 
Thus, an overall setting for the tuned performance of the algorithm for this problem is 
summarized in Table 8. Thereafter, SGA GONN is trained by the training dataset. Number of 
nodes in the input layer is 17, in hidden layer is 25 and in the output layer is 2. The tuned GA 
parameters were found to be as follows: crossover rate = 0.9 and the initial mutation rate is set as 
0.2. The evaporation factor for the self guided ants is 0.1r = and initial pheromone value is 

0 0.9t = . The weights for connections were randomly initialized between -5 to 5 for the tuned 
results.  
 

Table 8: Parameter Settings 
 

Attribute Parameter Value 
Initial Crossover Rate 0.9 
Initial Mutation Rate 0.2 
Population size 25 

Number of neurons in: 
Input layer 17 
Hidden Layer 25 
Output Layer 2 
Number of Ants 17 

0t  0.9 
r  0.1 
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The error during the training is 0.95% and the error during the testing phase is 2.19% as 
compared to a Genetic Algorithm Optimized Neural Network (GANN) where the error in 
training was found to be 3.22% and error during the testing was found to be 4.68%. The 
comparative analysis with conventional Neural Network (backpropagation algorithm) has also 
been carried out. The training error in the conventional NN was found out to be 4.23% and the 
testing error was found out to be 6.79%. By utilizing the trained SGA GONN and the survey 
questionnaire for the year to be forecasted the forecasting year workforce came out to be 964 for 
workforce category 1 and 432 for workforce category 2. All these algorithms have been run for 
10 times with different initial random seeds. The results presented above are the averaged results 
obtained for these 10 replications.  
 
The performance is also compared with C2FDT (Sanjay, 2009) and the results obtained by SGA 
GONN significantly outperform it. Implementation of C2FDT algorithm on data for category 1 
workforce results in a tree composed of 45 nodes. To carry out analysis of resulting tree its 
structure till 4th depth is shown in Figure 42. In the figure, inside nodes, first number represents 
node identity (i.e., node number) and numbers in parenthesis refer to total number of data points 
reside in that node. For any node, features like inconsistency index and node representative are 
determined by the number of data points and node center. Details of all these 15 nodes are 
provided in Table 9. In the table, node center, node representative, inconsistence index and 
number of data points in each node are shown.  From the table it is evident that as C2FDT 
progresses in depth number of data points and inconsistency index is lower for children as 
compared to parent node. It clearly shows that as tree expands it tries to approach towards its 
structural optima.  
 

 
 

Figure 42: Structure of C2FDT for Workforce Category 1 
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Table 9: Description of C2FDT for Category 1 Employee Data Set 
 

Node Node’s Center Inconsistency 
Node 

Representative 
 

Total Data 
Points in 

node 
2 0.5022  0.5034  0.5057  0.5070  0.4987  0.5026  0.5050  0.5030  479352.7497  526.3173  249 

3 0.5022  0.5034  0.5057  0.5070  0.4987  0.5026  0.5050  0.5030  510241.6700  485.0757  251 

4 0.4892  0.5087  0.5054  0.4997  0.6498  0.4522  0.4226  0.4985  133988.2523  485.5948  130 

5 0.4895  0.5087  0.5050  0.4994  0.6526  0.4565  0.4236  0.4985  121955.8164  570.7860  119 

6 0.5147  0.4980  0.5064  0.5144  0.3499  0.5537  0.5895  0.5073  166659.6577  522.8858  133 

7 0.5153  0.4982  0.5062  0.5144  0.3448  0.5473  0.5830  0.5075  145800.2134  442.5349  118 

8 0.4749  0.5096  0.5199  0.5094  0.5662  0.3139  0.3997  0.4983  64572.9402  483.6774  62 

9 0.4749  0.5096  0.5199  0.5094  0.5662  0.3139  0.3997  0.4983  68420.6279  487.4706  68 

10 0.5008  0.5042  0.4887  0.4772  0.7226  0.6387  0.3660  0.4998  72582.6004  559.8282  56 

11 0.5104  0.5116  0.4895  0.4994  0.7646  0.5783  0.5278  0.4975  64890.4207  580.4413  63 

12 0.5031  0.4912  0.5101  0.5146  0.4399  0.5934  0.7305  0.5006  75154.3671  504.6702  64 

13 0.5247  0.4986  0.5108  0.5142  0.4188  0.7082  0.6423  0.5072  93250.5284  539.2443  69 

14 0.5153  0.5057  0.5056  0.5231  0.2548  0.4817  0.4326  0.5085  62150.0778  464.3791  65 

15 0.5166  0.4983  0.4973  0.5063  0.2567  0.3903  0.5106  0.5136  60526.2081  415.8004  53 

 
After developing the C2FDT for workforce category 1, it is tested with 500 data points. The 
forecasting capability of C2FDT for workforce category 1 is shown in Figure 43. The training 
error in C2FDT is 7.87% and the testing error is 10.91%. 

 
Figure 43: Forecasting for Employee Category 1 Training Data Set by C2FDT 

 
In order to investigate the dependency of forecasting accuracy on data size, various test instances 
are generated. For all of these instances C2FDT is developed and tested. Results obtained after 
conducting rigorous experimentation are shown in Figure 44. From the figure it is evident that, in 
general, average percentage (%) error in forecasting was decreased significantly up to data set of 
1000 points. Afterwards, with the increase in size of data there is no significant reduction in 
average percentage error, while, increase in huge computational time was witnessed. 
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Figure 44: Average Percent Error vs. Size of Data Set in Training of C2FDT for Employee 
Category 1 

 
Figure 45 shows the convergence trend for the SGA GONN and its comparison with GANN and 
C2FDT. It can be seen that SGA GONN clearly outperforms the GANN and C2FDT algorithm.  

 
 

Figure 45: Comparative Analysis of the Convergence Trends for Three Algorithms 
 
Figure 46 shows the comparison between the actual dataset and the adapted results from the 
algorithm for workforce category 1. From the same figure it is visible that the results produced 
by SGA GONN almost superimpose the original dataset.  
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Figure 46: SGA GONN for the Training Data Set (Workforce Category 1) 
 
Figure 47 shows the comparison between the actual dataset and the adapted results from the 
algorithm for workforce category 2. Again, from the same figure it is visible that the results 
produced by SGA GONN almost superimpose the original dataset.  
 

 
 

Figure 47: SGA GONN for the Training Data Set (Workforce Category 2) 
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As already seen in Figure 45, SGA GONN is capable of reaching much lower error values as 
compared to the other two algorithms. Same results can also be viewed in the figures above 
where SGA GONN is able to get closer to the data points in the testing dataset. Similarly, in 
Figure 48 and Figure 49, SGA GONN clearly outperforms GANN and C2FDT. 

 
 

Figure 48: Comparative Analysis for Three Algorithms over Workforce Category 1 
(Testing Dataset) 

 

 
 

Figure 49: Comparative Analysis for Three Algorithms over Workforce Category 2 
(Testing Dataset) 
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13.5 Limitations of this Research 
 
This research presents an innovative approach to deal with the workforce forecasting problem. 
However, in its present form, there are several limitations of this research which are discussed as 
below: 

1. Data Collection: This research relies on the past data for learning the existing pattern in 
the workforce forecasting parameters and the net workforce. Collecting 50 data points or 
more for past 20 years is not practical approach, therefore, the software cannot be used to 
predict future workforce immediately. However, it is an iterative process and the software 
collets data over the period of time and adapts to the changes accordingly. 

2. Time Series and Sudden Unexpected Changes: The structure of the SGA GONN is 
designed in such a way that it may not be able to consider sudden unexpected changes or 
time-series problems like lagging. Besides, the relationship between the input parameters 
and the workforce might change significantly over the period of time. It should be noted 
that the current version of the software gives equal preference to all the past relationships.  

3. Workforce Mix: The current software only forecasts 2 categories of workforce, 
however, the same methodology can be extended to forecast more categories of 
workforce. 

4. Workforce Deployment: The results reported by the software suggest the total number 
of the final workforce. However, it does not provide any guideline to deal with the 
changes in the workforce over a period of time. These decisions will be made by the 
higher level management (HR committee).  
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14.0 CONCLUSIONS 
 
This project studies workforce forecasting in two aspects: (1) an extensive review of the existing 
methodologies and techniques and (2) an effort to develop a decision support system with 
models and software programming. In this report (i.e., Part II of this research) a forecasting 
decision support system has been developed for forecasting the future workforce of an 
organization. The workforce planning methodology proposed in this research: 
 

1. Develops an iterative and incremental process for the workforce forecasting, 
2. Integrates the strategic business goals with workforce planning process, 
3. Suggests a longer planning horizon for an accurate forecasts, 
4. Implements a broad domain of workforce planning activities, from environmental 

scanning to strategic reviews, 
5. Reduces the future uncertainty by incorporating the skill’s gap analysis, and  
6. Provides a competency framework which supports coherent analysis of several factors 

involved. 
 
Furthermore, by utilizing various soft-computing techniques, this research proposes a new data 
mining technique named as Self Guided Ant-based Genetically-Optimized-Neural-Network 
(SGA GONN). The proposed SGA GONN has its roots in the traditional Genetic Algorithm 
(GA), Neural Network (NN), Algorithm of Self Guided Ants (ASGA) and Fuzzy Logic. The 
software is coded and compiled in MATLAB and the graphical user interface is developed in 
Visual C#. 
 
Thereafter a case study of a hypothetical organization has been simulated where the goal is to 
forecast the size and mix of workforce for 5 years. After simulating the survey by using 
MATLAB simulation, 125 data points are generated to test the model. Each one of the data 
points contains 17 parameter values and information of 2 output workforce categories which has 
been generated by simulating a random function. Thereafter, the proposed SGA GONN is 
utilized to predict the future workforce of the organization. The algorithm performance is 
compared with a few other data mining techniques available in literature e.g., C2FDT and GANN 
where SGA GONN consistently produces superior results on the problem at hand. 
 
This research provides several unique contributions to the area of workforce forecasting and data 
mining soft computing. 
 

1. This research presents a more comprehensive set of questionnaire with 52 questions and 
17 parameters to capture the human resource information within an organization in an 
extensive manner. 

2. This research presents an improved intelligent decision support system for workforce 
forecasting. After conducting several tests on various artificial intelligence techniques, it 
was found that neural network based approaches significantly outperform the decision 
tree approaches. The proposed SGA GONN is a robust solution methodology that 
outperforms other existing solution methodologies such as GANN or C2FDT. 
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3. A GUI has been developed in Visual C# which provides the capability of customizing the 
algorithm and also helps in maintaining the database. Thus, users with little knowledge of 
GA or NN will still be able to operate the software, maintain the database and execute the 
algorithm by simply following the instructions with suggested default settings.  
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LIST OF ACRONYMS 
 
ACA  Adaptive Conjoint Analysis 
ACO Ant-Colony Optimization 
AIS` Artificial Immune System 
ANN Artificial Neural Networks 
AR Auto-Regressive 
ARARMA Long-term and Short-term Auto-Regressive Moving Average 
ARIMA Auto-Regressive, Integrated, Moving-Average 
ASGA Algorithm of Self Guided Ants 
BVAR Bayesian Vector Autoregressive 
CAA Computer-Assisted Asynchronous 
CART Classification and Regression Trees 
C2FDT Clonal C-Fuzzy Decision Tree 
CFDT Cluster Based Fuzzy Decision Trees 
CIO Chief Information Officer 
CIVFORS  Civilian Forecasting System 
CPDF Civilian Personnel Data File 
CSB Central Statistical Bureau 
CTAR Continuous-Time Threshold Autoregressive  
CUSUM Cumulative Sums 
CX Cycle Crossover 
DOD Department of Defense 
DON Department of Navy 
DOT Department of Transportation 
DT Decision Trees 
ECM Error-Correction Model 
EU European Union 
FCAR  Functional Coefficient Autoregressive 
FCM Fuzzy C-Mean Clustering 
FDSS Forecasting Decision Support System 
FLC Fuzzy Logic Controller 
GA Genetic Algorithm 
GANN Genetic Algorithm Optimized Neural Network 
GCSDT Genetically Optimized Cluster Oriented Soft Decision Trees 
GDP Group Decision Program 
GIS Geographic Information Systems 
GUI Graphical User Interface 
HR  Human Resource 
ID3 Iterative Dichotomiser 3 
ID4 Incremental Induction of Decision Tree 
IM/IT Information Management/Information Technology) 
INGT Improved Nominal Group Technique 
IPMA International Personnel Management Association 
MA Moving-Average 
MCR MATLAB Component Runtime 



 130 
Distribution A: Approved for public release; distribution is unlimited. 88ABW-2011-0727, 23 Feb 2011 

 

MISO Multiple-Input-Single-Output 
NCAS Non-Computer-Assisted Synchronous 
NGT Nominal Group Technique 
PDP Parallel Distributed Process 
PMX Partially Matched Crossover 
PPX Precedence Preservative Crossover 
RBF Rule-based Forecasting 
ROI Return on Investment 
SES Single Exponential Smoothing 
SETAR  Self-Exciting Threshold Autoregressive 
SGA GONN Self Guided Ant-based Genetically-Optimized-Neural-Network 
STAR  Smooth Transition Autoregressive 
SWOT  Strengths, Weaknesses, Opportunities and Threats 
TOPSIS Technique for Order Preference by Similarity to Ideal Solution 
TSP Traveling Salesman Problem 
VAR Vector Auto-regression 
VARIMA Vector ARIMA 
 
 




